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ABSTRACT 

In response to test-based accountability (No Child Left Behind, 2001), schools 

and districts across the country are adopting a variety of supplemental assessments aimed 

at improving student performance.  These interim assessments are administered more 

than once during the school year for the following purposes: 1) predicting student 

performance on summative accountability tests, 2) identifying student strengths and 

weaknesses, 3) tracking student progress toward “proficiency,” or 4) identifying students 

for remedial instruction.  Vendors claim these assessments can improve teaching and 

learning, although critics contend they do not possess a number of attributes theorized to 

facilitate formative use of results, including particular assessment features, accompanying 

instructional practices, and school-level supports.  To date, empirical evidence on interim 

assessments is scarce.  Thus, this study collected the first empirical evidence on the use 

of interim assessments in reading and math in Iowa elementary schools. 

Elementary school administrators completed a survey regarding their school or 

district’s use of interim assessments.  Respondents provided descriptive information and 

also indicated how teachers use assessment results to modify teaching and learning and 

the types of professional development opportunities available.  A companion teacher 

survey designed to capture teachers’ use of assessment information to improve teaching 

and learning was constructed.  This draft teacher survey was pilot-tested with a small 

sample of teachers in order to improve its clarity by identifying areas of ambiguity.  

Feedback generated from these interviews was used to revise the teacher survey. 

 Study results suggest widespread use of interim assessments among respondents, 

particularly for the improvement of reading skills and primarily for instructional and 

remediation purposes.  These reading assessments appeared to exhibit many of the 

characteristics deemed essential for formative use of assessment results.  However, both 

survey and interview results suggested teachers have little autonomy for deciding when 
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assessments will be administered.  Results also suggest there is much room for 

improvement in teachers’ formative use of assessment results, as one of the most 

important aspects of formative use (responding to results by modifying instruction and 

identifying alternative pedagogies) may also be the least used by classroom teachers and 

the most neglected with respect to professional development.   
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CHAPTER I.  INTRODUCTION 

Statement of the Problem 

One notable effect of the No Child Left Behind (2002) legislation has been an 

increasing focus on the collection and use of student achievement data for both 

accountability decisions and for improving school performance.  This effect is evidenced 

by increases in the amount of student data collected, maintained, and tracked over time; 

in the investments in technological infrastructure necessary to store and report 

longitudinal data on student achievement; and in the professional developments aimed at 

improving educators’ capacity to interpret and use the growing  mountain of student data 

now routinely collected (Hoff, 2006).  As of 2006, twenty-two states plus the District of 

Columbia reported that they have created statewide formative assessments geared toward 

tracking student progress toward state standards; forty states plus the District of 

Columbia use student identification systems that allow student progress on a variety of 

indicators to be tracked over time; and twenty-six states are providing professional 

development to support educators in using data to make instructional decisions (Hoff, 

2006).   

Under No Child Left Behind (NCLB), states are now required to administer 

annual assessments in reading and math to students in grades 3-8, and one grade in high 

school.  However, the sheer increase in the amount of achievement data collected and 

tracked as a result of NCLB arises from more than the summative assessments 

administered for accountability purposes.  Increasingly, a variety of supplemental 

assessments are being administered between summative assessment cycles, in an attempt 

to improve student learning and statewide performance on tests used for accountability.  

For example, in a 2005 Education Week article, Lynn Olson reported that 70% of 

superintendents interviewed from a national sample indicated that they administer 

periodic district-wide assessments, and another 10% reported that they planned to start 
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implementing such assessments the following school year.  Similarly, Jeff Archer 

reported that more than 90% of the superintendents from the same national survey 

indicated that their districts have been training principals and teachers in using 

achievement data to make instructional decisions, and for many of these districts, this 

was a new practice.   

A handful of similar stories document an apparently growing trend in American 

schools: in addition to the annual tests administered as part of NCLB, schools are 

increasingly administering periodic, interim tests designed to serve as an early warning 

system for the state accountability test (Bambrik-Santoyo, 2008; Borja, 2006; Honawar, 

2006; Zehr, 2006).  As Olson reports, these instruments, also referred to as benchmark, 

formative, or diagnostic assessments, are generally intended to align with state content 

standards, can typically be administered during a single class period, and provide 

information that can be disaggregated across a variety of relevant student subgroups.  

Many of these interim assessment systems offer services such as online administration, 

scoring, and elaborate reporting capabilities.  Some systems are even accompanied by 

teacher professional development geared toward helping teachers improve their capacity 

to use assessment information for instructional improvements.   

The information provided by these instruments may be used to identify students 

who are not likely to achieve proficiency on the statewide accountability tests used for 

NCLB.  In addition, however, assessment vendors are making a host of more ambitious 

claims: the tests can diagnose student strengths and weaknesses, can evaluate the success 

of particular instructional approaches and curricula, and can provide information for 

improving classroom instruction and increasing student learning.  Assessment vendors 

stand to reap the benefits of a surge in the use of interim assessments; as Olson (2005) 

reports, one market research firm estimated that by the year 2006, sales of interim 

assessment systems would reach over $320 million annually.  Moreover, school 
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administrators hope to avoid surprises on end-of-year accountability tests by getting their 

hands on data earlier in the year, so that interventions can be designed to remediate those 

students unlikely to perform well. 

At first glance, interim assessment appears to offer a reasonable response to the 

problem of implementing the types of school improvements necessary to fulfill the 2014 

universal proficiency target enshrined under NCLB.  The theory of action underlying 

interim assessment makes intuitive sense—brief, frequently-administered tests designed 

to promote identification of deficiencies in student learning that can be targeted by 

specific instructional interventions before administering the test used for accountability 

purposes.  Moreover, formative assessment (with which interim assessment is often 

associated) has a substantial empirical base demonstrating its potential for improving 

student learning (Black & Wiliam, 1998).   

However, critics contend that assessment vendors have capitalized on formative 

assessment’s good reputation by labeling interim assessment systems as “formative,” 

without offering any evidence of their own that their products can promote learning gains 

of a similar magnitude (Linn, 2007; McMillan, 2007; Nichols, Meyers, & Burling, 2009; 

Perie, Marion, & Gong, 2009; Popham, 2006a; Shepard, 2008; Shepard, 2009; Wiliam & 

Thompson, 2008).  As Nichols, et al. (2009) observe, “In technical discussions, the use of 

the phrase ‘formative assessment’ is an implied claim of validity.  Just as validity refers 

to a particular interpretation and use of assessment scores, reference to an assessment as 

formative is shorthand for the particular use of assessment information…to improve 

student achievement” (p. 14).  This problem is compounded by the fact that many 

educators, both administrators and teachers, may not fully appreciate the differences 

between the two types of assessment, investing scarce resources and professional 

development time in an essentially untested product.     
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The problem with marketing a interim assessment as formative is that the 

empirical and theoretical foundation underpinning formative assessment is based on a 

notion of formative assessment that involves a constellation of specific elements, which 

appear to be absent from newly-developed interim assessment systems (Perie, et al., 

2009).  For example, according to Black and Wiliam’s comprehensive meta-analysis of 

formative assessment practices, at a minimum, successful formative assessment requires 

high-quality instruments, effective feedback to students, and student participation in the 

assessment process (1998).  Other elements deemed essential to formative assessment 

include clear learning targets (Brookhart, 2008; Sadler, 1989; Wiliam & Thompson, 

2008); learning progressions that can be used to map student performance and identify 

next steps (Wilson & Draney, 2004); assessment tasks that are curriculum-embedded, 

designed to reveal students’ thinking processes, and instructionally meaningful (Shepard, 

2006); and the timely—almost immediate—availability of results (Popham, 2006b).   

In contrast, interim assessments can refer to any assessment “designed to inform 

decisions both at the classroom and beyond the classroom level” and administered more 

than once during the school-year for the purpose of “evaluating students’ knowledge and 

skills relative to a specific set of academic goals” (Perie et al., 2009, p. 6).  Despite the 

fact that few empirical studies on interim assessments exist, critics of interim assessments 

have characterized them as “mile wide and inch deep,” too superficial to provide reliable 

estimates of sub-skills (Linn, 2007) or specific, diagnostic information (Heritage, 2007; 

McMillan, 2007; Shepard, 2008); too removed from classroom instruction to relate to 

desired learning goals (Pellegrino & Goldman, 2008; Shepard, 2008); too limited in item 

format to elicit evidence of students’ thinking processes (Shepard, 2008); and in general, 

ill-suited to provide information that can be used to genuinely improve instruction.   

Thus, critics tend to view interim assessment as an impoverished version of formative 

assessment—one that reinforces a narrow focus on tested content and skills (Shepard, 
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2008) and provides teachers with the means to focus all their instructional resources on 

so-called “bubble” students at the expense of moderate- or high-achievers (Linn, 2007).   

Despite the recent surge in attention devoted to interim assessment, there is 

relatively little empirical evidence surrounding its use.  What is written about interim 

assessment is quite speculative in nature, amounting to conclusions that many of these 

systems consume precious instructional time and resources, are unlikely to lead to student 

learning, and may actually harm students through diminished motivation to learn and 

decreased self-efficacy (Shepard, 2008).  At the same time, some of the most stalwart 

supporters of the formative assessment movement have hypothesized that judicious use 

of interim assessments could serve formative purposes (Abrams, 2007; Cizek, 2007; 

Herman & Baker, 2005; Perie, et al., 2009; Shepard, 2008; Wiliam & Thompson, 2008).  

This study gathered descriptive evidence concerning the use of interim assessments in 

Iowa schools in order to explore their potential for improving teaching and learning.      

Purpose of the Study 

Interim assessments are gaining popularity as tools to assist educators in making 

instructional decisions.  These systems currently purport to serve a variety of purposes: 

diagnosing student strengths and weaknesses, evaluating the success of particular 

instructional approaches and curricula, and providing information for improving 

classroom instruction and increasing student learning.  Their widespread use can be 

linked to the extensive empirical research suggesting formative assessment practices can 

contribute substantially to student learning (e.g., Black and Wiliam, 1998).  However, as 

yet, there is no evidence that the types of interim assessment systems currently being 

developed can lay claim to these benefits, as there are few empirical studies examining 

the use of interim assessment systems for formative purposes or their effects on teaching 

and learning.  Thus, this study represents a first step toward understanding and validating 

the potential use of interim assessments.  The purpose of the study was to gather 
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descriptive evidence concerning the use of interim assessments in Iowa elementary 

schools.  In particular, this study investigated the prevalence of interim assessment use in 

Iowa districts, characteristics of the assessments, specific information concerning how 

teachers use assessments results in the classroom to modify instruction, and whether 

institutional supports for formative use of assessment results exist.  This descriptive 

information was evaluated through the lens of formative assessment in order to determine 

the extent to which interim assessment practices have the potential to improve teaching 

and learning.  Specifically, the literature on formative assessment was reviewed to 

identify factors associated with significant learning gains.  These factors, describing 1) 

qualities of the instruments themselves (item formats, alignment of tasks with classroom 

instruction and content standards), 2) aspects of use (communication of learning targets 

and quality criteria, provision of effective feedback, and student involvement), and 3) 

institutional supports likely to facilitate formative use (professional development) were 

used to construct survey instruments designed to measure how schools and teachers are 

using interim assessment results.     

There is a substantial body of literature on the measurement of instructional 

practices.  Methods commonly employed for measuring teaching include classroom 

observations, teacher surveys, teacher logs, and more innovative techniques such as 

instructional vignettes.  Each of these approaches has its own set of strengths and 

limitations.  Classroom observation is the most direct method for measuring instructional 

practices, and typically is touted as the most valid method.  However, observations are 

time-consuming and costly, which prohibits their use in large-scale research applications.  

Because they cannot efficiently be used in large-scale contexts, most observational 

studies have limited generalizability beyond their immediate setting.  Teacher logs are 

more amenable for large-scale data collection, but rely on self-reports, which introduces 

the potential for subjectivity and response bias, most notably social desirability bias.  In 
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addition, teacher logs must usually be collected over an extended period of time to ensure 

the portrait of instruction they provide is representative of a teacher’s “typical” practice.  

Teacher surveys are another source of self-reported information, but may be quicker and 

easier to administer than logs, can be administered on fewer occasions, and may be less 

demanding of teachers’ time to complete.  However, as arguably the method that is 

“furthest” from actual instruction, the teacher survey is vulnerable to the criticism that it 

may not provide valid interpretations of teacher practices, particularly if interest is in 

documenting quality rather than quantity—that is, if the purpose of research is to collect 

information on the nature of instruction rather than the frequency with which particular 

practices are employed.  As part of this study, the literature on the measurement of 

teaching was explored to aid in instrument construction.  Moreover, the second part of the 

study involved pilot-testing of a survey designed to measure teachers’ interim assessment 

practices.   

Research Questions 

This study examined the following research questions: 

1. How prevalent is the use of interim assessments in Iowa elementary schools? 

2. For what purposes are these assessments administered? 

3. What are the general characteristics of the interim assessments being used (e.g., 

subject areas tested, grade-levels included, number of administrations per year, 

time devoted to administration, responsibility for scoring, item types, 

characteristics of score reports)? 

4. How are interim assessment results used by teachers, schools, and districts (e.g., 

involvement of students in peer- and self-assessment, provision of feedback to 

students, types of instructional decisions made on the basis of results)? 

5. To what extent do institutional supports, such as professional development, exist 

to facilitate formative use of interim assessment results? 
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6. Which aspects of interim assessment use are most difficult to measure with a 

survey? 

7. What types of problems arise in using a survey to measure teachers’ interim 

assessment practices (e.g., lack of clarity in survey language, inadequacy of rating 

scales or response options)? 

8. What are the research implications of using a survey to measure teachers’ interim 

assessment practices?  To what extent might this measurement methodology 

obscure or distort teachers’ instructional practices? 

Outline of the Study 

Because this study constitutes the first empirical evidence on interim assessments 

to be systematically collected in the state of Iowa, research proceeded in two stages.  

During the first stage, school administrators were surveyed to determine whether and 

how their schools and districts utilize interim assessments.  Administrator survey items 

corresponded to research questions 1 through 5 above, providing information about the 

types of assessments used, purposes for administering them, the frequency of their use, 

subject areas and grade levels included, characteristics of the assessments, availability of 

institutional supports, and ways in which teachers and schools use assessment results.  

This data enabled a broad description of interim assessment practices in the state to be 

constructed.  A companion teacher survey was designed with items corresponding to 

research questions 4 and 5.  During the second stage of the study, this draft teacher 

survey was pilot-tested with a small sample of teachers working in schools that use 

interim assessments.  Participants completed the survey and participated in an individual 

or group interview for the purpose of generating ideas for improving the clarity, 

readability, and relevance of the teacher survey items.  As a final step, teacher feedback 

provided during these interviews was used to refine and revise the teacher survey.   
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Theoretical Framework 

Although Michael Scriven may have been the first to coin the term “formative” to 

describe evaluation in the service of program improvement, the term was subsequently 

applied to describe assessment undertaken for the purpose of student learning in a famous 

study by Black and Wiliam (1998), in which they meta-analyzed around 250 empirical 

studies on the effects of formative assessment on student learning and affect.  That 

research, along with several other studies, pointed to a number of elements of effective 

formative assessment.  These elements include characteristics of the instruments 

themselves, such as their ability to reveal student thinking processes (Black & Wiliam, 

1998; Cowie & Bell, 1999) and alignment with both content standards and instruction 

(Popham, 2006b; Shepard, 2008; Wilson & Draney, 2004).  Researchers have also 

addressed characteristics of teachers’ use.  Specifically, empirical studies have suggested 

that a number of practices may lead to more successful implementation of formative 

assessment, such as communicating to students both the learning targets and the criteria 

upon which performance will be judged (Black & Wiliam, 1998; Schunk, 1996);  

providing effective feedback concerning student performance (Black & Wiliam, 1998; 

Crooks, 1998; Kluger & DeNisi, 1996); and including students in the process of 

formative assessment so as to encourage the development of meta-cognitive skills (Black 

& Wiliam, 1998; Sadler, 1989; Schunk, 1996; Wiliam et al., 2004).  These principles of 

formative assessment are consistent with standards for student assessment developed by 

The Joint Committee on Standards for Educational Evaluation (2003), the National Board 

for Professional Teaching Standards (1987), and a coalition among the American 

Federation of Teachers, National Council on Measurement in Education, and National 

Educational Association (1990).  Finally, a number of investigators have argued that 

certain institutional supports may be necessary, such as the provision of professional 

development aimed at training teachers to use assessment results for instructional 
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purposes (Cizek, 2007; Heritage, 2007; Perie, et al., 2007; Shepard, 2008).  These 

principles (characteristics of the assessments, aspects of assessment use, and institutional 

supports) were used to construct survey items for measuring teachers’ interim assessment 

practices. 

Significance of the Study 

Given the evidence that use of interim assessments is rapidly increasing, and that 

districts may be expending considerable resources to implement interim assessment 

systems, it is imperative that their use be critically examined to determine whether their 

benefits outweigh the costs.  Currently, there are very few empirical studies on interim 

assessments, and none that document how they are used in the classroom to modify 

teaching and learning processes.  As such, this study provides initial empirical evidence 

concerning how interim assessments are being used and the first known instrumentation 

for measuring teachers’ interim assessment practices.  Ultimately, the goal is to determine 

whether interim assessments can result in improved student learning.  Although this 

question will be addressed in future research, the theoretical framework, instrumentation, 

and empirical evidence collected are critical to structuring subsequent studies to evaluate 

the particular aspects of interim assessment that may be associated with changes in 

student achievement.  Likewise, if interim assessments are found not to result in the types 

of learning gains associated with formative assessment, evidence concerning how 

teachers actually use the results may provide insight into the reasons for failure.  

Collecting evidence concerning classroom implementation of these assessment systems is 

imperative if sound interpretations about their effects on achievement (or lack thereof) 

are to be supported.  As Black and Wiliam (2001) argued,  

…policy ought to start with a recognition that the prime locus for 
raising standards is the classroom, so that the over-arching priority 
has to be to promote and support change within the classroom.  
Attempts to raise standards by reform of the inputs to and from the 
black box of the classroom can be helpful, but they cannot be 
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adequate on their own, and whether or not they are helpful can 
only be judged in the light of their effects in classrooms (p. 9).  
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CHAPTER II.  LITERATURE REVIEW 

This study utilizes the literature on formative assessment as a basis for 

constructing survey instruments for collecting information on teachers’ use of interim 

assessments.  There are several reasons why this literature is relevant.  First, interim 

assessment vendors have linked their products to formative assessment by claiming they 

can serve formative purposes.  Second, many districts are purchasing or developing these 

systems on the good faith belief that they can improve student learning in time to boost 

performance on state accountability tests.  Third, the research base on formative 

assessment is fairly mature, whereas currently there are few studies of interim 

assessments.  Finally, even proponents of formative assessment have speculated that, if 

employed skillfully, interim assessments can provide formative information to improve 

teaching and learning.  As such, the first section of this chapter explores the theoretical 

and empirical literature on formative assessment, beginning with the evolution of the 

term and then discussing current conceptions of formative assessment and empirical 

evidence of the potential for formative assessment to improve teaching and learning.  

From the empirical literature, a list of factors associated with significant student learning 

gains is identified.  The potential for interim assessments to fulfill a formative role is 

explored next, and finally contextual supports necessary for successful implementation of 

formative assessment are discussed. 

One of the purposes of this study was to develop instrumentation that can be used 

to reliably and validly document teachers’ interim assessment practices.  There is a 

substantial body of literature on the measurement of teaching.  Thus, the second section 

of this chapter explores the literature on methods for measuring instructional practices, 

paying particular attention to methods suitable for large-scale data collection.  Challenges 

in evaluating instructional practices are identified and notions of reliability and validity 

explored.  The empirical literature on the quality of existing instrumentation for 
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or another type of assessment into appropriate classroom practice.  Moreover, as 

previously noted, vendors of interim assessment systems have integrated both the 

terminology and the research base associated with formative assessment in an attempt to 

appeal to educators. 

In response to the proliferation of such ambiguities concerning the precise 

definition of formative assessment, educational researchers have begun to think about 

how to re-conceptualize the term so as to clearly distinguish formative assessment from 

other evaluation techniques.  For example, the Council on Chief State School Officers 

(CCSSO) recently created a division aimed at promoting awareness and effective use of 

formative assessment known as FAST (Formative Assessments for Students and 

Teachers), whose first order of business was the establishment of an accepted definition 

of formative assessment.  According to Popham (2006b), their definition is as follows: 

An assessment is formative to the extent that information from the 
assessment is used, during the instructional segment in which the 
assessment occurred, to adjust instruction with the intent of better 
meeting the needs of the students assessed (emphasis added, p. 4). 

 

The three major components of this conceptualization of formative assessment 

are: 1) assessment information is actually used to modify teaching; 2) instruction is 

modified in real time, as opposed to after the instructional cycle is complete; and 3) the 

intent or purpose is to improve student learning.  Note that this definition does not require 

the assessment to actually improve student learning.  This is an important clarification—

not all adjustments in instruction will lead to improved educational outcomes.   

Since publication of their landmark study, Black and Wiliam have continued to 

contribute to the conceptualization of formative assessment.  More recently, they have 

argued that—similar to notions of validity within the measurement community— 

“formative-ness” is not a quality of the assessment instrument itself, but describes the 

way it is used (2001).  Thus, they have emphasized the difficulty of identifying a 
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particular instrument as either formative or summative without referencing the way the 

assessment is used in the classroom.  Sadler’s work has also contributed to current 

conceptualizations of formative assessment, which have retained his focus on the role of 

the student in the process (1989).  Specifically, Sadler envisioned a situation in which 

students, as well as teachers, are engaged in the process of interpreting the meaning of 

assessment results with respect to their own learning goals and their progress toward 

those goals.  Finally, as noted by Brookhart (2007), another important development in the 

continuing evolution of the concept of formative assessment has been the integration of 

learning theories into the literature.  In particular, theorists who recognize the role that 

affect plays in student learning are able to derive implications for conditions of effective 

feedback and goal orientation, which many proponents of formative assessment identify 

as critical to its success (Kluger & DeNisi, 1996; Schunk, 1996).   

Most descriptions of formative assessment emphasize that it can be implemented 

in a variety of ways.  Cowie and Bell (1999) distinguished two types: planned and 

interactive.  Planned formative assessment is more formal and generally focuses on 

collecting information from the whole class.  This approach normally occurs in three 

stages: the teacher elicits information from students in some way, the teacher then 

interprets the information provided, and finally acts on the information.  It is this last step 

that distinguishes formative assessment from what the authors term “continuous 

summative assessment.”  Strategies used may include oral questioning, brainstorming 

sessions, mini-quizzes, or student logs.  Interactive formative assessment, on the other 

hand, is more informal.  Its purpose is to assist individual learners in developing their 

understanding.  As such, interactive formative assessment is not planned in advance, but 

can occur spontaneously, or “on-the-fly.”  Typically, this approach includes three stages, 

which are parallel to the eliciting, interpreting, and acting stages of planned formative 

assessment: noticing, recognizing, and responding.  The teacher first notices some verbal 
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or nonverbal aspect of student performance, which the teacher then recognizes as 

indicating a particular student misunderstanding, and finally, the teacher responds to this 

misunderstanding.  Each stage in this process is more immediate than the three stages of 

planned formative assessment.  The authors emphasized that in practice, teachers could 

transition fluidly between planned and interactive formative assessment.  If, for example, 

a teacher noticed a student exhibiting a particular misunderstanding during the course of 

a planned formative assessment, the teacher could switch over to interactive mode in 

order to mediate that student’s understanding.   

Empirical Evidence of the Effects of Formative Assessment 

Black and Wiliam’s meta-analysis on the effects of formative assessment stands 

as the definitive study on the subject.  This study summarized the findings of 

approximately 250 empirical studies published between 1976 and 1997, which examined 

the effects of formative assessment practices on students’ cognitive and affective 

outcomes.  Outcomes studied included the academic achievement of K-12 students as 

well as college students in subjects such as reading, spelling, writing, math, science, 

history, psychology, and art.  In addition, several of the studies included measures of 

affective outcomes, such as persistence, self-efficacy, and goal orientation.  Effect sizes 

computed for the subset of studies involving quantitative comparisons of treatment and 

control groups on outcome measures ranged from 0.4-0.7.  In addition, several of the 

studies supported the conclusion that formative assessment practices had larger positive 

effects on low-achieving students than high-achieving students, suggesting that effective 

implementation could help to reduce the achievement gap.  The authors were able to 

make several conclusions about formative assessment on the basis of their results.  First, 

successful approaches involved dramatic changes in pedagogy, one of which was the 

active involvement of students in the assessment process in the form of peer- or self-

evaluation.  The authors argued that in order for assessment to qualify as truly formative, 
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the information collected must actually be used to modify instruction—that is, simply 

testing students more often was not enough to raise achievement on its own.  Finally, the 

authors urged researchers to attend to the relationship between feedback provided during 

the formative assessment process and student affect.  In particular, different methods for 

communicating feedback to students tended to produce different outcomes to the extent 

that they activated student ego. 

Only a handful of empirical studies related to the topic have been conducted since 

Black and Wiliam’s landmark meta-analysis.  Brookhart (1997) found that classroom 

assessment environment indicators, such as the types of assignments teachers used to 

assess students, were related to achievement in math and science for students in 7th-12th 

grade.  Specifically, the frequency of homework assigned in math was positively related 

to math achievement, although the extent to which this homework was corrected and 

returned to students was negatively related to achievement, which Brookhart interpreted 

as inconsistent with theories of formative assessment.  Brookhart speculated that the 

effects of this formative feedback on students may have been related to their affective 

reactions to the homework corrections (not included in the study), which could have 

involved negative self-efficacy and ego involvement.  Elsewhere, researchers have 

demonstrated that the effects of feedback on student performance and affect are related to 

particular characteristics of the feedback itself (e.g., whether teachers employ normative 

comparisons, whether grades are assigned, whether the feedback is task specific).   

In a subsequent study that utilized Brookhart’s framework, Rodriguez (2004) 

found that middle-school teachers’ assessment practices were both directly and indirectly 

related to students’ achievement, as measured on the Third International Math and 

Science Study (TIMSS), through students’ self-efficacy and through their level of 

uncontrollable attributions (e.g., blaming poor test performance on lack of natural 

ability).  The frequent assignment of homework was positively related to achievement.  
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Use of teacher-made, objective tests tended to magnify the negative effect of 

uncontrollable attributions on achievement, while simultaneously decreasing the positive 

effect of self-efficacy on achievement.  Rodriguez reported that teachers whose home-

made, objective tests exerted a negative influence on student affect were more likely to 

report that they used those teacher-made tests to assign grades, as opposed to using them 

for more formative purposes, which is consistent with earlier research on the 

characteristics of feedback that promote positive student affect. 

Wiliam, Lee, Harrison, & Black (2004) implemented a program of teacher 

professional development aimed at helping British secondary teachers construct their own 

formative assessment practices.  The intervention consisted of several in-services devoted 

to exploring the empirical research supporting the use of formative assessment, the 

learning theories underlying formative assessment, and possible strategies for 

implementing formative assessment in the classroom.  In addition, researchers made 

frequent visits to the participating schools in order to observe teachers in the classroom, 

provide support, answer questions, and discuss possible avenues for improvement of 

formative assessment practices.  The authors documented several ways in which the 

teacher professional development changed classroom practice, including the more 

frequent use of questioning, sharing of grading criteria and learning goals with students, 

and use of student self-assessment.  At the conclusion of the project, the authors reported 

that students of treatment teachers had outperformed students in comparison classrooms, 

with a mean effect size across classrooms of 0.32, although the research design was not a 

completely randomized study and the teacher sample size was relatively small (24 

teachers).  The authors also found that differences in student performance on the post-test 

corresponded to the quality with which teachers implemented formative assessment 

practices, as determined by holistic ratings from classroom observation.  
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Meisels, Atkins-Burnett, Xue, and Bickel (2003) compared the performance of 

elementary students who were exposed to three years of curriculum-embedded 

performance assessments to the performance of a matched group of students who had not 

been exposed to such measures.  Despite the fact that achievement was measured by an 

off-the-shelf, objective test not explicitly tied to the curriculum, the authors reported 

effect sizes of 1.6 for reading and 0.7 for math.  Within reading, high- and low-achieving 

students made comparable gains.  The authors attributed the success of this intervention 

to teachers’ use of the information collected from the assessments to tailor instruction to 

students’ needs.  On the other hand, in a similar study, Yin, et al. (2007) concluded that 

use of a collection of science curriculum-embedded formative assessments (ranging from 

objective, multiple choice items to a lab performance task) did not improve either middle-

school student performance on post-tests or student measures of affect, relative to a group 

of control students.  However, this study included only twelve teacher participants—six 

each for treatment and control groups.  Furthermore, a follow-up study evaluating the 

fidelity of the formative assessment practices as enacted in the classroom to the model 

designed by researchers demonstrated great variability across treatment teachers both in 

the quality of their implementations and in the learning gains of their students (Furtak, et 

al., 2007).  Researchers reported high correlations between fidelity of treatment teacher 

practices and indices of student learning, suggesting that when teachers included 

elements of the treatment identified by program designers as critical, their students 

demonstrated higher achievement on post-test measures.  Elements of the formative 

assessment intervention flagged as important for program success included comparing 

and contrasting students’ science explanations during classroom discussion and requiring 

students to explain their responses using scientific evidence, which classroom 

observations suggested were implemented by treatment teachers only rarely.  Thus, the 

authors argue, dimensions of quality in teachers’ implementation of formative assessment 
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practices may result in varying levels of success in terms of raising student achievement 

and improving student affect. 

Elements of Successful Formative Assessment 

It is possible to cull a list of factors from the empirical and theoretical literature 

likely to promote successful formative assessment in terms of increasing student learning 

and achievement.  Typically, these recommendations can be divided into two groups: 

those dealing with the mode of assessment or instrumentation and those dealing with how 

the assessments are used in the classroom.  As Herman et al. (2006) observed, effective 

formative assessment requires both “quality tools” and “quality use.”  In effect, 

recommended practices derived from the literature help to define the parameters of what 

constitutes quality in both instruments and practice.  

Instrumentation 

As discussed previously, formative assessments can come in a variety of forms.  

They range from traditional assessments, such as homework problems, worksheets, or 

short quizzes to student artifacts, such as student notebooks, or lab reports; they can come 

in the form of observations of students during group or independent work; or they can be 

oral questions posed by the teacher.  Whatever the form, researchers have identified 

several characteristics of the assessment that will make it more successful in improving 

teaching and learning.  Because the purpose of formative assessment is to identify and 

address deficiencies in student understanding, one of the most important characteristics of 

the assessment task or prompt is that it provides an opportunity for students to 

demonstrate their understanding by revealing their thinking processes (Black & Wiliam, 

1998; Cowie & Bell, 1999; Popham, 2006b; Wiliam & Thompson, 2008).  Cowie and 

Bell (1999) coined the term “disclosure” to describe this quality of an assessment.  

Methods for increasing the disclosure of an assessment include the use of open-ended 
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tasks that require students to explain their thinking or multiple choice items where 

distracters are based on common misunderstandings (Popham, 2006b).  In addition to 

disclosing students’ thinking processes, formative assessments should utilize a variety of  

tasks (Black & Wiliam, 1998) that represent the range of content and behavioral levels 

addressed during classroom instruction (Wilson & Draney, 2004).  In addition, tasks 

should be aligned with both instruction and learning targets (Shepard, 2008) and map 

onto learning progressions or content maps that allow substantive conclusions about 

students’ attainment levels to be made (Wilson & Draney, 2004; Popham, 2006b).     

Use of Formative Assessment Results 

The quality of formative assessment use is related to the classroom assessment 

environment created by the teacher, which is defined by administration conditions, 

scoring conditions, and conditions for interpreting and using the results to modify 

teaching and learning.  One of the first things a teacher can do to facilitate formative 

assessment is to communicate to students both the learning targets and the quality criteria 

on which student performance will be judged (Black & Wiliam, 1998; Harlen & Winter, 

2007; Schunk, 1996; Sadler, 1989; Stiggins, 2007; Wiliam et al., 2004).  Schunk’s study 

demonstrated that framing learning targets in terms of learning goals rather than 

performance goals tended to result in higher achievement, higher self-efficacy, and more 

persistence during challenging math tasks (1996).  Learning goal orientations relate to 

attainment of skills, strategies, and knowledge, whereas performance goal orientations 

focus on task completion and performance relative to one’s peers.  As Schunk’s study 

revealed, enacting learning goal orientations in the classroom can be as simple as 

emphasizing during instruction that the purpose of an activity is the acquisition of certain 

strategies or knowledge—learning strategies for problem solving, for example—rather 

than emphasizing that the goal of instruction is to actually solve a set of problems.  

Communicating quality criteria to students can simply consist of providing descriptive 
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statements concerning what aspects of performance will be evaluated.  This is a common 

practice among language arts teachers, who regularly employ rubrics for summarizing 

dimensions of quality embodied in writing tasks.  Another strategy identified is the 

provision of exemplars demonstrating various levels of performance (Sadler, 1989).  

Whatever the strategy for communicating learning targets and quality criteria, proponents 

argue that both must be clearly described to students. 

Another aspect of use frequently identified by researchers is the provision of 

effective feedback (Black & Wiliam, 1998; Bloom et al., 1971; Brookhart, 2008; Crooks, 

1998; Guskey, 2007; Harlen & Winter, 2007; Heritage, 2007; Kluger & DeNisi, 1996; 

Popham, 2006b; Shepard, 2008; Stiggins, 2002).  Kluger and DeNisi’s meta-analysis of 

feedback intervention studies (1996) demonstrated that specific characteristics of the 

feedback provided by teachers determine how that feedback is interpreted by students, 

and whether it leads to improved learning and positive affect.  Specifically, when 

feedback intervention cues were directed at specific aspects of the task, feedback tended 

to focus the student’s attention on the task and on the learning process rather than on 

him/herself, which resulted in higher performance.  On the other hand, feedback that 

directed the student’s attention to him/herself (such as grades) activated the student’s ego, 

which tended to diminish both motivation and performance.  This effect was observed 

even when the feedback was positive (e.g., “you are so smart!”).  The authors observed 

that feedback interventions did not always produce positive results, but actually appeared 

to harm students in some cases.  In particular, when the feedback had a negative valence 

(indicated a gap between ideal and actual states) and was communicated in a way that 

drew attention to meta-task processes (e.g., normative feedback, feedback designed to 

discourage or praise, or any feedback cue that could be perceived as a threat to self), the 

negative consequences for student motivation, self-efficacy, and performance were 

powerful.   
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Other researchers have noted similar characteristics of feedback likely to support 

learning.  For example, feedback should be clear and descriptive, referencing learning 

targets and quality criteria (Harlen & Winter, 2007; Heritage, 2007; Stiggins, 2002).  

Feedback should be specific to the individual student rather than directed generically to 

the whole class (Bloom et al., 1971).  Feedback should be progress-referenced rather than 

based on absolute evaluations of performance (Black & Wiliam, 1998; Crooks, 1988) and 

should communicate strategies for student improvement (Guskey, 2007).  Finally, a 

number of researchers have argued that, because of the potential for performance-

oriented feedback to interfere with student motivation and learning, formative 

assessments should not be graded, but should be marked with teacher comments only 

(Black & Wiliam, 1998; Bloom et al., 1971; Harlen & Winter, 2007; Popham, 2006b; 

Sadler, 1989).  

Another aspect of use that has been discussed widely in the literature is the role of 

the student in the process.  Sadler (1989) was perhaps the most uncompromising about 

this particular feature of formative assessment.  According to Sadler, unless the student 

was actively involved in the interpretation and use of assessment information, the 

assessment was not truly formative.  Thus, a teacher modifying her lesson plan to 

incorporate a lab experiment on density after overhearing a group of students confusing 

the concept with weight and size would not constitute a formative use of assessment 

information, according to Sadler’s conceptualization.  Although Sadler’s approach is 

particularly dogmatic with respect to student involvement, other theorists have also 

emphasized the importance of student participation in formative assessment.  For 

example, Schunk’s study demonstrated that the benefits of a learning goal orientation on 

motivation and achievement were enhanced if students were given the opportunity to 

self-assess (1996).   Student self-assessment is frequently identified as an effective 

component of formative assessment, with peer-assessment often the first step in helping 
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students develop self-assessment skills (Black & Wiliam, 1998; Popham, 2006b; Schunk, 

1996; Shepard, 2008; Stiggins, 2007; Wiliam et al., 2004; Wiliam & Thompson, 2008).  

Examples of peer-assessment range from students grading one another’s quizzes to 

students reading and critiquing one another’s lab reports according to a defined rubric.  

Similarly, opportunities for self-assessment range from “traffic lights”—where students 

use red, yellow, and green stickers to indicate their level of understanding for particular 

concepts—to extended projects and written assignments, in which students are invited to 

evaluate their work according to shared quality criteria and submit successive drafts.  

Ideally, formative assessment should enable students to internalize the teacher’s 

framework for evaluation, developing meta-cognitive and self-regulatory skills in the 

process (Sadler, 1989; Shepard, 2008; Wiliam & Thompson, 2008). 

Validity and Reliability 

  Susan Brookhart (2003) called for the development of measurement theory for 

classroom assessment.  She argued that concepts of validity and reliability derived from 

traditional large-scale testing contexts are not appropriate for the classroom context.  

First, the primary, intended users of large-scale assessment results are administrators and 

policy-makers, whereas the primary, intended users of classroom assessments are 

students, teachers, and parents.  In addition, large-scale assessment is removed from 

classroom content and decontextualized from the learning experience, whereas classroom 

assessments are closely linked to the classroom learning experience, both in form and 

content.  Finally, large-scale assessment is perceived as separate from regular classroom 

instruction, whereas formative assessment, if done well, is inseparable from instruction.   

Given these differences, Brookhart emphasized separate validity and reliability 

concepts for classroom assessments.  For instance, reliability in a classroom assessment 

context would be the consistency of information regarding the student’s location on a 

developmental continuum and the stability of diagnostic information concerning 
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students’ relative strengths and weaknesses.  However, if the primary goal of formative 

classroom assessment is to move students forward along that developmental continuum, 

it may be unrealistic and even undesirable to expect classroom assessments to be 

extremely reliable.  That is, effective formative assessments (those that actually result in 

improved student learning) should not yield the same estimates of student proficiency if 

administered periodically throughout the year, because student status is expected to 

change as a result of teachers making effective use of formative assessment results 

(Moss, 2003).  Extending this line of thought, Brookhart argued that the validity of a 

classroom assessment could still be characterized as “the extent to which inferences and 

actions based on test scores are appropriate and warranted,” but the actions in this case 

refer to more immediate, recurring instructional decisions made by teachers as opposed to 

distant, one-time decisions made by strangers (college admissions decisions, for 

example).  Classroom assessments exhibit content validity to the extent that they are 

aligned to learning targets and to instruction.   Brookhart noted that the validity of a 

formative assessment is also related to the learning model underlying teachers’ feedback 

to students, and whether that feedback leads to student improvement constitutes a form of 

consequential validity.  Similarly, how teachers use assessment information to make 

instructional decisions, the soundness of instructional decisions, and whether the 

feedback is usable for students are all validity issues.     

In a more recent call to action, Nichols et al. (2009) argue that for assessments to 

be accurately labeled as “formative,” they must be accompanied by evidence that use of 

results directly leads to improved student learning.  From this perspective, validation of 

such an assessment would require both empirical evidence that formative use of 

assessment results caused learning gains, as well as reasoned arguments about the distinct 

mechanism by which learning occurs.  The Nichols et al. validation framework is offered 

to test developers as a way of recommending the use of teaching and learning models to 
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construct assessments and the embedding of interim assessment meant to be formative 

within a “system of coordinated assessment and instruction” (p. 22).    

The Role of Interim Assessments in a Coherent Assessment 

System 

Given the increasing attention being paid to interim assessment systems, a few 

educational researchers have begun to theorize about the potential role these assessments 

might play in a coherent assessment system encompassing summative tests used for 

external accountability purposes as well as classroom tests used for more formative 

purposes.  Despite the seeming discontinuity between the assessments administered under 

NCLB and those used by classroom teachers on a routine basis, researchers have argued 

the merits of a system in which both types of assessments are aligned to the same content 

standards and can be used in a complementary way to provide information useful for 

evaluating the success of schools, educational programs, curricula, and individual student 

progress.  In Knowing What Students Know, a 2001 report commissioned by the National 

Research Council, Pellegrino, Chudowsky, and Glaser described the basic tenets of such 

a system, which rejects the notion that a single assessment can serve all information 

purposes equally well, and recognizes that test users at different levels of the system have 

different information needs.  The needs of higher-level administrators and policy-makers 

interested in gauging the overall health of America’s schools are different from those of 

the classroom teacher who wants to apply assessment information directly to the 

improvement of classroom instruction.  Thus, an integrated assessment system recognizes 

the roles of multiple assessment types, each of which is tailored to serve its purpose.  

Furthermore, if these multiple assessments are to complement one another, they should 

ideally be linked to the same content standards (Cizek, 2007; Pellegrino & Goldman, 

2008).   
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Interim assessments may have a role to play in such an integrated assessment 

system.  Specifically, interim assessments may function as an intermediate level between 

external accountability assessments used for summative purposes and classroom 

assessments used for formative purposes (Cizek, 2007; Perie, et al., 2009; Perie, Marion, 

Gong, & Wurtzel, 2007; Pellegrino & Goldman, 2008).  In this model of an integrated 

assessment system, assessments used for external accountability are far removed from 

classroom instruction on a number of dimensions: 1) the content represented on the tests 

is not a complete match to content emphasized during instruction; 2) the timing of the 

assessment is distal from the instructional cycle—it occurs after relevant instruction has 

ended, which does not allow results to feed back into instructional improvement; 3) the 

purpose of the assessment is to enable inferences about the effectiveness of state and 

district educational systems and for allocation of resources, rather than providing 

information concerning an individual student’s accomplishments; the primary, intended 

users are policy-makers and administrators rather than teachers and students; and 4) the 

locus of control regarding assessment selection and administration is centralized (e.g., 

residing with the state or district) rather than decentralized (e.g., residing with the 

classroom teacher).  In many ways, interim assessments constitute a compromise between 

these extremes (Pellegrino & Goldman, 2008).  For example, interim assessment systems 

are able to sample more deeply from the curriculum than tests used for accountability 

purposes, because they are administered more often.  Interim assessments may be 

administered multiple times over the course of the year prior to administration of the 

accountability test, which means results can be interpreted and used to modify instruction 

before the end of the school year.  Interim assessments are being employed for the 

purpose of improving student achievement on summative tests, which is arguably closer 

to a formative function.  Finally, the locus of control for interim assessments may reside 

closer to the classroom teacher.  For example, some schools are purchasing item banks, 
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which teachers may use to construct their own assessments.  In other schools, teachers 

themselves are writing the items to be used for benchmarking student progress (Bandalos, 

2004).  Moreover, in some school districts, computerized item banks allow assessments 

to be administered “on demand,” with the timing of the assessment left to the individual 

teacher’s discretion.  This flexibility in terms of the selection of test items and in the 

timing of administration makes interim assessments both more similar to classroom 

formative assessment and potentially more useful than summative results for modifying 

instruction (Popham, 2006b).   

Researchers who speculate that interim assessments could serve formative 

purposes propose recommendations for interim assessment systems, not unlike the factors 

for successful formative assessment identified in the literature.  In fact, many of these 

recommendations overlap with those advocated by proponents of formative assessment.  

For example, Herman & Baker (2005) argue that interim assessments must be aligned 

with content standards and state accountability assessments, although this does not mean 

they should neglect untested content and item formats.  Rather, interim assessments 

should utilize a variety of item formats and reflect as much as possible the breadth and 

depth of content embodied in the standards and instruction.  Items should present 

opportunities for student to reveal their thinking processes and misunderstandings, so 

open-ended items that ask students to explain their thinking or multiple choice items that 

employ “diagnostic” distracters are recommended.  Assessments should be of high 

technical quality, characterized by reliable sub-scores and a strong predictive relationship 

with performance on the accountability test.  Finally, assessment systems should be 

useful (providing actionable information for improving instruction) and feasible (worth 

the money and time schools invest in them).  Similarly, Abrams (2007) claims that 

interim assessments must be accompanied by information regarding how teachers can 

adjust their instruction to help remediate student deficiencies, otherwise they will amount 
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to little more than “early warning summative” assessments.  Shepard (2008) adds that 

interim assessments should represent important learning goals, be substantively linked to 

instructional units, be consistent with curriculum sequencing, and provide information 

that is not available from other sources.  In particular, within the context of an integrated 

assessment system, what interim assessment offers by virtue of its intermediate status 

between the assessment contexts of external accountability systems and the classroom is 

the potential to link classroom instruction with measures used for accountability. 

Perie et al. (2007) distinguish three related purposes of interim assessments: 

instructional purposes (improvement of teaching and learning), evaluative purposes 

(provision of information on the effectiveness of particular teaching methods or 

curricula), and predictive purposes (forecasting students’ success on end-of-year, 

summative tests).  Frequently, school personnel are looking for an assessment to serve 

more than one of these purposes.  However, the authors point out that an assessment 

designed to serve one of these purposes well may not fulfill the others.  An assessment 

that is highly predictive of summative results may be so disconnected from classroom 

instruction as to provide virtually no useful information for modifying teaching and 

learning.  Thus, in attempting to address multiple purposes, the authors argue that 

compromises will be unavoidable, a point echoed by Pellegrino and Goldman, (2008).  

Changes that bring the interim assessment closer in line with classroom instruction will 

provide more relevant results for improving teaching and learning but may diminish the 

relationship between performance on the interim assessment and performance on the 

accountability test. 

If interim assessments are going to be used for instructional (formative) purposes, 

Perie et al. (2007) offer some general design guidelines: 1) varied item formats should be 

used; 2) results should offer “qualitative insights” into dimensions of student 

performance; 3) teachers should be referred to specific instructional remedies that go 
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beyond re-teaching every missed item; 4) items should be explicitly linked to content 

standards and specific instructional units; 5) assessments should be integrated into the 

curriculum instead of constituting an interruption to regular teaching; and 6) assessments 

should be accompanied by professional development to ensure effective use of results.    

Necessary Supports for Formative Use of Interim 

Assessments 

Teacher Professional Development   

Teachers’ assessment practices have been extensively studied (Cizek, Fitzgerald, 

& Rachor, 1995; McMillan, 2003; Stiggins, Griswold, & Wikelund, 1989).  Most 

empirical evidence suggests that teachers’ routine assessment practices are deficient—

generally inconsistent with both measurement theory and with approaches recommended 

as “best practices” for the classroom assessment context.  To begin with, relatively few 

teacher preparation programs require pre-service teachers to complete coursework in 

introductory measurement or assessment concepts (Hills, 1991), with the result that a full 

thirty percent of teachers in a national survey reported having no prior training in 

measurement and assessment concepts (Impara, Plake, & Fager, 1993), even though 

teachers spend an estimated one-third to one-half of their classroom time engaged in 

assessment-related activities (Stiggins, 1991).  This lack of emphasis on systematic 

training in measurement results in a paucity of assessment literacy among even veteran 

teachers, which can lead to deficient classroom assessment practices.  For example, a 

survey of teachers’ written classroom assessments revealed that teachers’ test items were 

of low-quality according to principles of good item writing (Fleming & Chambers, 1983).  

Specifically, these items were ambiguous and tended to rely primarily on recall rather 

than higher-order thinking skills.  This finding has been replicated in other studies 

(Madaus, West, Harmon, Lomax, & Viator, 1992; Stiggins, Griswold, & Wikelund, 
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1989).  Teachers have reported elsewhere that commercially-produced or textbook tests 

were the primary source for major classroom assessments (Cizek et al., 1995), and that in 

assigning classroom grades, they consider a wide variety of factors other than academic 

attainment, including effort, attendance, class participation and student personality 

characteristics, such as the ability to work in groups.  Cizek et al. also reported a lack of 

professional collaboration and communication around the subject of classroom 

assessment, and noted that many teachers appeared to be unaware of their district’s 

grading policies, both of which suggest that the topic of classroom assessment may not be 

considered part of the teacher’s continuing professional development. 

This research on the routine classroom assessment practices of teachers has 

implications for the likely success of interim assessment initiatives.  In particular, 

instituting effective interim assessments that serve formative purposes may require a 

significant overhaul of existing assessment practices.  Indeed, Black and William (1998) 

observed that formative assessment done well usually requires a sea change in teacher 

practices, and that the successful implementation of formative assessment is not likely to 

occur overnight or easily.  Others have recommended the provision of professional 

development for improving and supporting teacher capacity to apply assessment results 

to instructional modifications (Cizek, 2007; Heritage, 2007; Perie, et al., 2007; Shepard, 

2008).  Even when professional development geared toward improving teachers’ 

formative use of assessment information is implemented, there is no guarantee that 

teacher practices will live up to the formative assessment ideal.  For example, in the 

Furtak et al. study described earlier, results suggested that incomplete implementation of 

formative assessment practices produced suboptimal student learning outcomes, despite 

extensive professional development aimed at supporting a model of best practices in 

formative assessment (2007).  In this case, teachers’ modifications or outright neglect of 
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certain aspects of the process meant that some teachers attended to the letter but not the 

spirit of formative assessment in their classroom practices. 

Teacher Knowledge 

  Another likely mediator of the success of interim or formative assessment 

practices in improving student learning is teacher knowledge.  As noted by several 

researchers, expert use of formative assessment information to diagnose and address 

student learning deficiencies requires a substantial base of content knowledge, 

pedagogical knowledge, and content-pedagogical knowledge (Cowie & Bell, 1999; 

Heritage, 2007).  Content knowledge is required to recognize particular patterns of 

thought that may reveal students’ misconceptions about content matter; pedagogical 

knowledge is necessary for teachers to have a full repertoire of  teaching strategies and 

alternative models of learning in order to modify their instruction in response to 

formative information; and content-pedagogical information enables the teacher to select 

a particular teaching approach that is consonant both with the subject matter and with 

students’ particular misconceptions and misunderstandings.   

The Measurement of Teaching and Teachers 

Systematic documentation of instructional practices (IP) for the purpose of 

evaluating the quality of instruction does not have a long history, although teachers 

themselves have been evaluated since the nineteenth century.  Early attempts to identify 

characteristics of good teachers (such as “helpfulness”) eventually gave way to attempts 

to link these teacher characteristics to student achievement, often with little success.  

More recently, the focus has shifted to teacher behaviors that are thought to be associated 

with student learning, an approach that is evident in contemporary research on teaching.  

In the 1980s, studies of IP consisted primarily of richly descriptive classroom 

observations, which provided important insights into the behaviors of classroom teachers, 
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but were not typically generalizable to other teachers in other classrooms across the 

country.  Shavelson, Webb, and Burstein (1986) called this avenue of research the 

“measurement of teaching,” an approach that eventually expanded to include other data 

collection methods that were better suited for large-scale use, such as teacher logs, 

teacher surveys, and analysis of classroom artifacts.  Documentation of teachers’ IP 

became widespread after the National Center for Education Statistics (NCES) began 

including items on teachers’ IP on nationally-administered surveys, such as the National 

Education Longitudinal Study (NELS), the Schools and Staffing Survey (SASS), and the 

Trends in International Math and Science Study (TIMSS).  This move was closely linked 

to the literature on the enacted curriculum or “opportunity to learn,” which stemmed from 

policy-makers’ interest in determining whether American students’ poor performance on 

standardized measures was due to a lack of opportunity to learn the material.  The 

enacted curriculum refers to both learning opportunities presented to students as well as 

classroom processes utilized by teachers.  Thus, surveys on the enacted curriculum 

contain questions on the extent to which particular content and topic areas have been 

covered—typically by asking teachers to indicate the emphasis given to topics or the time 

spent teaching a given content area.  In addition, teachers are also asked to report 

instructional goals and objectives, how they organized instruction, and what activities 

their students were engaged in.   

Challenges to the Measurement of Teaching 

Ball and Rowan (2004) identified several challenges to measuring teachers’ 

instructional practice.  First, there is the issue of what behaviors to sample.  Which 

aspects of teaching will be documented and how will they be documented?  Ball and 

Rowan emphasize that choices have to be made, because a complete portrait of teaching 

is not possible.  Rather, as in other measurement applications, instruments will represent 

only a sample of all possible teaching behaviors.  Another challenge to measuring IP is 
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the lack of consensus in the field concerning the meaning of much instructional 

terminology, a problem that has been noted by several researchers (Camburn & Barnes, 

2004; Hill, 2005; Lanahan, Scotchmer, & McLaughlin, 2004; Mullens & Kasprzyk, 

1998).  Essentially, valid measurements presume a shared understanding of terminology 

used in instrument prompts; in the absence of such shared understanding, researchers 

cannot be sure that teachers have responded in ways the researchers intended.  Finally, 

instruments used for measuring the quality of instruction have typically been impugned 

because they are perceived as being both invalid representations of teaching and 

unreliable sources of evidence (Lanahan et al, 2004).  There are many reasons why 

attempts to capture nuances of teachers’ professional practices are inherently beset with 

difficulties.  As Mullens and Kasprzyk (1998) point out, teaching is a complex endeavor.  

Teachers are professionals rather than robots and their practice does not tend to follow 

carefully scripted plans.  In addition, teachers may be unable to recall their practices 

exactly; when their memories of instruction are fuzzy, estimation techniques tend to 

introduce error into their responses (Rowan, Camburn, & Correnti, 2004).  Even when 

teachers can recall their own practices, their perceptions of their own instruction may not 

be entirely accurate (Lanahan et al., 2004).  In other words, teachers may under- or over-

estimate the extent to which their instruction comports with recommended best practices.  

Finally, even when teachers’ perceptions and memories of their practice are perfectly 

accurate, they may have other reasons to misrepresent their teaching.  Teachers may be 

pressured to respond in socially desirable ways; some evidence suggests that teachers 

may in fact tend to under-estimate their use of traditional pedagogies that have fallen out 

of vogue, while over-estimating their use of more reform-oriented practices favored by 

researchers (Mullens & Kasprzyk, 1998).   



38 
 

 

Reliability and Validity in the Measurement of Teaching 

Lanahan et al. (2004) have explored what it would mean for measurement of IP to 

be reliable and valid.  For an instrument to provide reliable indicators of teaching 

behavior, it would need to produce the same responses over repeated intervals.  For 

instruments relying on raters or observers, high levels of agreement would need to be 

obtained between different observers or raters for the same teaching occasion and 

between the same observers or raters on different occasions.  In order for the instrument 

to support valid inferences, several requirements exist: items or prompts must measure 

the constructs accurately and completely, teachers must interpret the items or prompts in 

the ways intended by researchers, response modes must reflect the relevant dimensions of 

teacher responses, and teachers must respond honestly and accurately.  In practice, 

researchers typically look to see that multiple methods of data collection produce similar 

interpretations about teacher practices.  For example, many studies document the extent 

to which teacher self-reports of their practices are consistent with the reports of 

independent observers as evidence of the instrument’s capacity to support valid 

inferences.  In addition, Lanahan et al. (2004) recommended consideration of predictive 

validity – the extent to which the instrument is able to produce estimates of teacher 

practices that can be empirically linked to measures of student achievement. 

Empirical Evidence on the Validity and Reliability of IP 

Measures 

Classroom observations, arguably the first method for collecting data on the 

nature and quality of teachers’ instruction, are well-suited to providing rich descriptions 

of teacher practices that are appropriately contextualized.  However, they are also 

notoriously difficult to generalize from, due to their specificity and the fact that it is 

difficult to obtain large samples of observations because they are so costly and time-

consuming.  In addition, researchers have noted that although observations are often 
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identified as the “gold standard” of evidence, observations are as prone to error and bias 

as other methods of data collection—albeit from different sources (Rowan, Camburn & 

Correnti, 2004).   

For example, observers cannot capture everything that happens in the classroom; 

observation protocols that structure and frame observations have to be justified on the 

same validity grounds as other instruments, by demonstrating that the dimensions of 

instruction sampled actually represent intended teaching constructs.  In addition, 

Camburn and Barnes (2004) have argued that rater perspective can color their 

observations; for example, observers may lack contextual background knowledge of the 

students in the classroom, which makes their observations of such students less accurate.  

Observers may have different notions of the terminology used to describe instruction, 

leading to mischaracterizations of a given lesson.  More obviously, observers view the 

classroom from different physical perspectives, as well, which means they might 

misinterpret student-teacher interactions they are not able to see directly.  Finally, 

reliability of the observation process must be demonstrated, an arguably more imposing 

challenge.  For example, Camburn and Barnes (2004) examined the inter-rater agreement 

between two observers within 31 elementary classrooms, reporting exact agreement 

between raters ranging from 52-90%, depending on the topic of instruction.  Across all 

topics, the average inter-rater agreement was about 67% for the content of instruction, 

which suggests that raters disagreed about what occurred in the classroom as much as 

one-third of the time.  In fact, Rowan et al. (2004) found that variability in teachers’ IP 

across multiple occasions was so large—even for practices that elicited relatively more 

variance between rather than within teachers—that to obtain a measure of instruction 

with a reliability of .90, at least fourteen separate observations per teacher would be 

needed, a requirement that most researchers would find prohibitively expensive. 
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Teacher logs are another popular method of collecting data on teachers’ IP.  

Because these instruments rely on teacher self-report data, they are subject to the same 

types of self-report bias as teacher surveys—namely, social desirability and recall error—

although Camburn and Barnes (2004) have pointed out that logs completed daily at the 

end of the lesson may be less prone to recall error than surveys completed retrospectively 

weeks or even months after instruction has occurred.  In the same study, teacher logs 

were found to agree with independent observations on a lesson’s content coverage around 

50% of the time, with a range across topic areas of 37-75%.  Although agreement 

between two independent raters on the same lesson was significantly higher than 

agreement between a teacher and an observer, the authors tended to give teachers the 

benefit of the doubt in cases of disagreement, particularly when teachers were able to 

provide cogent explanations for their individual log reports during interviews conducted 

after the study.  However, because only a single observation was conducted for each 

teacher, researchers could not estimate the extent to which teacher logs were consistent 

across multiple occasions, an important source of reliability information.  Ultimately, 

researchers concluded that the logs were capable of reliably measuring instruction at 

grosser levels of detail, especially for activities that occurred more frequently, and that 

teacher logs and independent observations provide different, non-interchangeable types 

of information about IP.   

Hill (2005) studied sources of disagreement between teacher logs and independent 

observations of elementary math classrooms, categorizing disagreements arising from 

different causes.  Problems due to failed memory or inaccurate perceptions on the part of 

either observers or teachers constituted roughly 15% of all disagreements, and were 

associated with brief instructional events in the context of an entire day’s instruction.  

Problems caused by the way math is taught in elementary classrooms—particularly the 

large spread of topics covered in a given lesson—constituted approximately one-third of 



41 
 

 

the disagreements between teachers and observers.  Finally, problems due to the 

ambiguous meaning of instructional terms used to describe a lesson were associated with 

another one-third of all disagreements.  Hill concluded that log users’ knowledge of math 

terms and definitions affected the accuracy of their ratings.  This seemed to stem from 

elementary math teachers’ professional terminology surrounding the teaching of math, 

which did not always overlap with the terminology of observers or mathematicians 

involved in the research project.     

Another method for measuring teachers’ IP is evaluating classroom artifacts, such 

as assignments, instructional materials, and student work.  This particular method suffers 

from the limitation that no information is provided on OTL or the nature of teacher-

student interaction.  However, a few studies have been able to demonstrate relationships 

between measures of assignment quality and student performance on those assignments, 

as well as scores on standardized achievement measures.  For example, Clare and 

Aschbacher (2001) developed a rubric for rating the quality of classroom assignments 

according to several criteria: cognitive challenge of the task, clarity of the learning goals, 

clarity of grading criteria, alignment of goals and assessment tasks, and alignment of 

goals with grading criteria.  Researchers using a four-point scale ranging from poor to 

excellent for each dimension were able to achieve relatively high inter-rater agreement—

81% exact agreement, with Kappa coefficients ranging from .35 to .59.  In addition, 

measures of assignment quality were found to be related to both the quality of instruction 

as determined through observations (r=.57) and to student performance on the 

assignments (ranging from r=.15 to r=.36).   

In a study using identical criteria to those used in the Clare and Aschbacher study, 

Matsumura, Garnier, and Pascal (2002) determined that the quality of assignments was 

likewise a relatively reliable measure, with Kappas ranging from .39-.55 for elementary 

teachers and .32-.59 for secondary teachers.  In turn, the overall quality of the assignment 
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was found to be related to students’ written performance, with correlations ranging 

between .57-.72.  In addition, quality of assignments predicted between 8-19% of the 

variance in student scores on standardized measures of reading and language arts, after 

controlling for student background characteristics such as gender, socio-economic status, 

and proficiency in English.  Further, Herman, Klein, and Abedi (2000) reported that the 

quality of classroom assignments in terms of consistency with National Council of 

Teachers of Math (NCTM) standards (inclusion of problems with no obvious solutions, 

problems with more than one possible approach, problems requiring explanation of math 

reasoning, etc.) was related to both teachers’ and students’ reports of the content covered 

during instruction, suggesting a link between quality of classroom assignments and OTL. 

One of the most widely used methods for collecting information on IP is teacher 

surveys or questionnaires.  The primary limitation of surveys is that they cannot provide 

the richness or depth of information conveyed by high-quality classroom observations.  

In addition, they are subject to multiple sources of error, including response bias due to 

failed memory, the potential for misinterpretation of IP terminology, and social 

desirability of particular response sets, although Desimone and Le Floch (2004) argued 

that this may be less of an issue for anonymously completed surveys than it is for face-to-

face data collection methods such as interviews, focus groups, or observations.  Smithson 

and Porter (1994) found relationships between high school math and science teacher 

questionnaire responses and teacher daily logs of their practices, which in turn, were 

found to be related to independent observations.  For example, questionnaire responses 

were correlated with teacher logs, with estimates ranging from .25-.93, depending on 

what was being measured (e.g., content, student activities, teaching strategies).  Although 

some of the correlations appeared to be relatively low, the authors explained that 

differences in the measures may have accounted for those low estimates.  For example, 

questionnaires and teacher logs used different referent periods—questionnaires were 
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completed both prospectively and retrospectively, and asked teachers to either project or 

recall their practices over an entire school year.  Teacher logs, on the other hand, were 

completed daily, with teachers asked to recall only as far back as the most recent lesson.  

Correlations between teacher logs and independent observations were slightly higher, 

ranging from .63-.83 for instructional strategies.  Given this evidence, Smithson and 

Porter concluded there was “ample evidence for the viability of using both log and survey 

instruments for describing learning opportunities and instructional practices” (p. 15).        

In a study of middle and high school math teachers, Mullens and Kasprzyk (1998) 

concluded that teachers appeared to interpret questionnaire terminology in ways 

consistent with observers and with the researchers’ intent.  Further, exact agreement 

between teacher questionnaire responses and independent observations ranged from 79-

85%.  Disagreements between teachers and observers occurred for less observable 

aspects of instruction, and where disagreements arose, teachers tended to report an 

activity or objective that the observer did not.  Teachers were re-administered the survey 

after six weeks, with teacher responses on the survey very similar for 41 out of 45 total 

items on instructional objectives and learning activities.  Exact agreement between 

occasions was around 75% for both teacher actions and student activities.  Agreement for 

objectives was slightly lower.  In a separate publication reporting on the same study, 

Mullens, et al. (1999) estimated the test-retest reliability of this instrument was .89.  In a 

study on the consistency of Algebra teachers’ IP with NCTM standards as measured by a 

teacher questionnaire, Mayer (1999) reported high internal consistency (alpha=.85), 

strong relationships between observed and self-reported questionnaire practices (r=.85), 

and moderate test-retest reliability when the questionnaire was re-administered after four 

months (.69). 

One final method recently developed for collecting information on teachers’ IP is 

the use of vignettes.  These are detailed, hypothetical scenarios in which the teacher is 
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asked to make a decision based on instructional information provided.   In a study by 

Stecher, Le, Hamilton, Ryan, Robyn, and Lockwood (2006), vignettes were used to 

assess fourth-grade teachers’ use of reform-oriented instructional practices in math.  The 

researchers concluded that the vignettes appeared to be capturing stable aspects of 

instruction, as indicated by the correspondence between teachers’ responses on two 

parallel forms of the vignette, where the median Kappa coefficient was .25.  Reliability 

appeared to be higher for items tapping student-teacher interactions.  Two different scales 

were constructed from the items within the vignette; one of these scales was found to be 

related positively to teacher survey responses (r=.47-.51) and teacher logs (r=.32), while 

the other scale was found to relate positively to observations (r=.55).  Surprisingly, the 

two scales were found to be unrelated to one another.  The authors speculated that these 

differences may be due, in part, to differences in the types of practices included on the 

vignettes and on each of these instruments.  Vignettes included both reform-oriented 

practices and more traditional methods.  Teacher surveys and teacher logs focused 

primarily on reform-oriented practices, while observation protocols tended to include 

more traditional techniques.  The authors concluded that although vignettes appeared to 

be contributing information not provided by the logs, surveys, or observations, the 

construction of good vignette scenarios was very time-consuming, and would be much 

less efficient than constructing survey items.  In addition, due to the increased reading 

material necessary to contextualize the vignette, fewer separately scoreable items may be 

included on each form, thus limiting the sampling of the instrument and potentially 

damaging generalizability of teacher scores. 

Relationships between Measures of IP and Student 

Achievement 

The task of empirically linking measures of IP with student achievement is made 

more difficult by the fact that research suggests that only a small proportion of variance 
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in student achievement is attributable to schools and teachers (Rowan, Correnti, & Miller, 

2002).  Indeed, this research indicates that less than fifteen percent of the variance in 

reading and math achievement can be attributed to teacher effects, after adjusting for 

student background characteristics.  Nonetheless, a few studies have demonstrated 

relationships between IP and student achievement.  For example, Wenglinsky (2003) 

reported significant relationships between teachers’ reported use of teaching strategies 

recommended by the National Research Council as “best practices” and their students’ 

performance on the NAEP reading comprehension assessment, even after controlling for 

student background characteristics such as prior achievement and socio-economic status.  

Similarly, both Clare and Aschbacher (2001) and Matsumura et al. (2002) reported that 

the quality of teachers’ language arts assignments was found to be related to student 

performance on either a writing task or a standardized measure of reading and language 

arts.   

Rowan et al. (2002) suggested that when individual student growth curves are 

analyzed rather than status scores, estimates of teacher and school effects on student 

achievement are much larger—on the order of sixty percent of the total variance in rates 

of growth.  This improves the prospects of demonstrating relationships between certain 

teacher practices and student achievement, and a few studies have reported significant 

effects of IP on learning gains.  For example, Rowan et al. (2002) reported that teachers’ 

self-reported content coverage in reading and math and their use of teaching strategies 

such as whole-group instruction were found to predict classroom-to-classroom variation 

in students’ growth.  Similarly, Hamilton, McCaffrey, Stecher, Klein, Robyn, and 

Bugliari (2003) found that although teacher background characteristics such as college 

degree, certification area, coursework, gender, ethnicity and years of experience were not 

related to student achievement, small positive relationships were found between 
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elementary and middle school teachers’ use of reform-oriented practices and their 

students’ learning gains on standardized assessments of math and science.   

Recommendations for the Measurement of Teaching 

Many researchers working in the area of IP have made recommendations for 

improving measures.  These are closely related to issues of validity and reliability 

associated with measuring teaching: what to sample, the ambiguity of instructional 

terminology, what types of scales to use, and triangulation through multiple measures.  

Each of these is explored separately below. 

A number of researchers have offered tips for sampling the types of instructional 

practices and behaviors that will maximize reliability and validity.  For example, Stecher 

et al. (2006) observed that vignette items focusing on teacher-student interactions 

produced more reliable teacher responses than items measuring “structural” aspects of 

instruction (i.e., more procedural aspects).  Similarly, Camburn and Barnes (2004) found 

that classroom observations tended to produce unreliable ratings for more “marginal” or 

“peripheral” instructional activities, such as having students play a game or brief 

instructional segments lasting only a few minutes, suggesting that observations should 

attend only to significant instructional events constituting main goals of the lesson.  

Desimone and Le Floch (2004) found that items more prone to error were those requiring 

teachers to report how their practices had changed as a result of certain policies and 

programs.  Further, several researchers have noted that teacher self-reports are more 

reliable for practices they use relatively frequently than for strategies they rarely employ 

(Camburn & Barnes, 2004; Mullens, 1995; Stecher et al., 2006) and that items describing 

instructional practices in greater detail were more prone to unreliability than items 

describing practices at grosser levels of detail (Camburn & Barnes, 2004).  Finally, 

researchers have noted that measuring the quantity or frequency of certain behaviors—an 

approach that is widely used in the field—is not the same as describing the quality with 
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which a particular practice is used (Lanahan et al., 2004; Mullens, 1995; Stecher et al., 

2006).  In this way, a measurement technique utilized to boost reliability of the estimates 

provided (having respondents report the frequency with which they engage in certain 

activities) may not result in a valid representation of instructional quality.  As such, 

Mullens (1995) observed that surveys are efficient at distinguishing between teachers 

who do and do not use a given practice, but are less effective at discriminating amongst 

varying gradations of quality. 

Another area for widespread recommendations in the measurement of IP is the 

ambiguity surrounding instructional terminology.  For example, Mullens (1995) 

proscribed the use of newly-developed instructional practices associated with the reform 

movement in favor of more common elements of practice.  Similarly, Hill (2005) 

reported that approximately one-third of all disagreements between teacher logs and 

independent observations were a direct result of ambiguous language used to describe 

instruction.  She, too, recommended that researchers avoid reform-oriented terminology 

(such as “problem solving”) in favor of more traditional terminology.  Ball and Rowan 

(2004) recommend that researchers work closely with teachers during instrument 

construction to ensure a shared understanding of the terminology used.  Another related 

recommendation is to ground teachers’ self-reports in the instructional context rather than 

prompting teachers to reflect on their practice more generically.  For example, Lanahan et 

al. (2004) argued that measures should set up teacher responses by referring to a specific 

content area and grade-level. 

Somewhat related to the issue of terminology are the types of scales for 

measuring instructional practices.  Most surveys on IP utilize scales to measure the 

frequency with which a given strategy is used, the amount of time spent in a given content 

area, or less frequently, the amount of emphasis given to a particular practice.  Typically, 

this is done retrospectively, although the referent time period can vary from a lesson 
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taught on the same day, to a “typical” lesson over the course of several months, and 

finally to the entirety of a teacher’s instruction over the course of the whole school-year.  

Researchers have made a few recommendations regarding the types of scales that work 

best for measuring IP.  For example, Mullens (1995) found that teachers systematically 

inflated their estimates of time spent on certain practices vis-à-vis estimates obtained 

through independent observations, concluding that although surveys may be valid for 

distinguishing the relative amount of time spent on a certain approach, absolute 

interpretations of time spent should be avoided.  Thus, scales that convey a false sense of 

precision (number of minutes per class period) should be avoided in favor of scales using 

more natural time segments (about one-half class period).  Similarly, researchers have 

cautioned that the referent period should not be too long; although teachers appear to 

prefer longer reference periods (such as an entire school-year) because they feel it better 

represents their practice, the use of shorter reference periods (such as a few months) 

resulted in more stable estimates of practices (Rowan, Camburn, & Correnti, 2004).  

Finally, Mullens (1995) demonstrated that composite measures of IP are more reliable 

than their constituent items, suggesting that individual items be combined before 

assessing relationships between IP and other variables (e.g., student achievement). 

Finally, most researchers working in the area of IP have recommended the use of 

multiple measures.  Despite the traditional social science paradigm in which multiple 

measures provide triangulation of research findings, Camburn and Barnes (2004) 

emphasized that triangulation does not always lead to a convergence of interpretations 

and conclusions.  Indeed, particularly in the measurement of IP, different methods tend to 

produce different interpretations.  Thus, while the use of multiple measures is generally 

recommended, researchers are cautioned to be prepared for the need to reconcile 

inconsistent or conflicting findings provided by different sources.  Lanahan et al. (2004) 

specifically recommended combining self-report methods with at least one independent 



49 
 

 

check—typically observation.  This recommendation is because two self-report methods 

(such as teacher surveys and teacher logs) will suffer from the same limitations with 

respect to potential social desirability bias.  Thus, independent observations should be 

used to validate self-reported information.  Further, when multiple measures are used, 

instruments should be “tightly coupled” in the sense that scales for measuring time spent, 

frequency, or emphasis given need to be extremely similar if not identical (Smithson & 

Porter, 1994).  

Summary of Recommendations 

The literature on formative assessment was mined to identify elements likely to 

facilitate formative use of interim assessment results: characteristics of the assessments, 

aspects of use, and institutional supports.  These elements were subsequently used to 

construct survey instruments for collecting information on interim assessment use in 

Iowa elementary schools.  Survey items were written to represent characteristics of the 

assessments, including the extent to which interim assessments disclose students’ 

thinking processes (e.g.,  Cowie & Bell, 1999); are aligned with both instruction and 

learning targets (Brookhart, 2003; Shepard, 2008); are consistent with curricular 

sequencing (Shepard, 2008); provide information that is not available from other sources 

(Shepard, 2008); offer teachers some autonomy with respect to scheduling assessment 

administration (Perie, et al., 2009); provide timely access to results (Popham, 2006b); and 

report results in ways that facilitate substantive interpretations (Perie, et al., 2007). 

Survey items representing aspects of use were also created, including 

opportunities for student peer- and self-evaluation (e.g., Sadler, 1989); provision of 

feedback to students (e.g.,  Crooks, 1998); communication of learning targets and quality 

criteria (e.g.,  Schunk, 1996); use of assessment results in the assignment of student 

grades (e.g., Black & Wiliam, 1998); and teachers’ use of specific instructional remedies 

that go beyond re-teaching every missed item (Perie et al., 2007).  Finally, the provision 
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of institutional supports, such as professional development, has been recommended by a 

number of researchers (Cizek, 2007; Heritage, 2007; Perie, et al., 2007; Shepard, 2008).  

Accordingly, several survey items regarding professional development opportunities and 

teachers’ perceptions of the supportiveness of their school climate were included. 

The literature on the measurement of teaching was reviewed in order to glean 

recommendations for constructing survey instruments capable of supporting valid 

inferences about teachers’ assessment practices.  Concrete strategies from this literature 

were applied to the administrator and teacher surveys, such as avoiding jargon and 

instructional terminology that could be ambiguous (e.g.,  Hill, 2005); avoiding items 

asking teachers to estimate how their practices have changed as a result of certain policies 

(Desimone and Le Floch, 2004); describing instructional practices at a gross level of 

detail (Camburn & Barnes, 2004); pilot-testing survey instruments with teachers to 

ensure shared terminology (Ball and Rowan, 2004); using scales that do not convey a 

level of precision that is unwarranted (Mullens, 1995); and, to the extent possible, 

including more than one survey item for each important idea (Mullens, 1995). 
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CHAPTER III. METHODS 

This study was implemented in two, distinct phases: administration of an 

Administrator Survey and development and pilot testing of a Teacher Survey.  The 

purpose of Phase I was to collect information concerning the prevalence of interim 

assessment use in Iowa elementary schools, as well as to collect descriptive information 

on the assessments themselves.  For the purposes of the Administrator survey, interim 

assessments were defined as any assessment other than routine classroom assessments 

administered between annual administrations of the Iowa Tests of Basic Skills (ITBS) in 

order to improve the teaching/learning process.  During Phase I, administrators in all 

Iowa elementary schools were invited to complete an Administrator Survey.  Information 

provided by administrators was used for two purposes: 1) to construct a snapshot of 

interim assessment practices within a cross-section of Iowa elementary schools and 2) to 

select a subset of Iowa schools from which to recruit potential participants for Phase II.  

A second survey designed for teachers was created to collect information regarding 

teachers’ use of interim assessment results to improve the teaching-learning process.  

During Phase II, the draft teacher survey was piloted with a small group of teachers, who 

then participated in group or individual interviews focused on improving survey design.   

This study investigated the interim assessment practices of Iowa elementary 

schools.  Elementary schools were selected for several reasons.  First, previous empirical 

studies have demonstrated that instructional responses to externally-mandated test-based 

accountability policies may be more dramatic in elementary schools than in upper grade 

levels (Nolen, Haladyna, & Haas, 1992).  Such instructional responses include activities 

like narrowing of the curriculum to target content and skills known to be on the test at the 

expense of un-tested content and excessive test preparation, including the use of practice 

tests and teaching or reviewing specific items known to be on the test (Nolen, et al., 

1992; Taylor, Shepard, Kinner, & Rosenthal, 2003).  Furthermore, empirical studies on 



52 
 

 

the effects of NCLB on the teaching and testing practices of Iowa teachers have produced 

similar results.  Across two different study periods (2004-05 and 2006-07), Iowa teachers 

in elementary schools were more likely than their counterparts in middle and high 

schools to report making a change to their math instruction in order to align it more 

closely to tested content and skill areas (Lai & Waltman, 2008a).  Similarly, evidence 

suggests that test preparation in Iowa is more intense in elementary schools than in other 

school settings; in the typical school, Iowa elementary teachers were more likely than 

their peers in upper grade levels to report using practice tests, reviewing content and skill 

areas known to be on the test, and teaching test-taking skills (Lai & Waltman, 2008b).  

Finally, use of periodic, interim assessments may be more prevalent in elementary 

schools than in other school settings.  When asked what changes they had made to their 

assessment practices in response to NCLB, Iowa elementary teachers were more likely to 

report that they had added benchmark or formative assessments than were teachers at the 

middle- or high-school level (Lai & Waltman, 2008a).  Examination of interim 

assessment use was limited to students in grades 3-5 because students in grades K-2 are 

not included in NCLB’s testing requirements.  Thus, incentives to identify and remediate 

low-performing students are not as urgent, and use of these assessment systems is 

probably not as widespread, within these lower grade-levels. 

This chapter describes the sequence of the two, separate study phases.  Each 

phase is described separately, including the research questions to be addressed during 

each phase, data collection procedures, study participants, instrumentation, and data 

analysis procedures.   

Phase I: Administrator Survey 

During Phase I, principals from all Iowa public elementary schools for which 

valid contact information could be obtained were invited to complete a survey regarding 

their school’s use of periodic, interim assessment practices.  This survey was intended to 
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collect information concerning the number of Iowa elementary schools using periodic, 

interim assessments for the purpose of identifying and remediating students unlikely to 

achieve proficiency in reading and/or math on the ITBS or for improving instruction more 

generally.  In addition, the survey was designed to collect information on the assessments 

currently being used for these purposes in grades 3-5, such as the grade levels and subject 

areas included in testing, the types of students who participate in testing, item formats, 

and characteristics of score reports.  The specific research questions addressed by this 

phase of the study included the following:   

1. How prevalent is the use of periodic, interim assessments? 

2. For what purposes are these assessments administered? 

3. What are some characteristics of the assessments being used? (e.g., subject areas, 

grade-levels, types of students participating, number of administrations per year, 

time spent per administration, and scoring and reporting attributes) 

4. How are teachers and schools/districts using the results of these assessments? 

5. What institutional supports exist to facilitate use of periodic, interim assessment 

results?  (e.g., professional development) 

Data Collection Procedures 

  In October 2008, email invitations to complete the online survey were sent to all 

building principals for whom valid email addresses could be obtained.  The invitation 

explained the purpose and context of the survey, including the definition of periodic, 

interim assessments.  Respondents were asked to forward the email invitation to the 

individual in their school who was most knowledgeable about periodic, interim 

assessments.  In order to maximize the response rate, the email invitation was sent on a 

Monday night, with the intention that administrators would open the email Tuesday 

morning.  A single follow-up email was sent to non-respondents two weeks later.  The 

online survey was administered through Web Surveyor.  All responses were 
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automatically entered and stored.  Once the survey was closed, responses were 

downloaded for analysis.  Institutional Review Board-approved informed consent 

documents used to contact and recruit administrators can be found in Appendix A.     

Sample 

Out of 802 elementary schools in the state, valid email addresses were available 

for 744 building principals.  One hundred fifty-four of these administrators responded to 

the survey invitation, with 144 administrators ultimately consenting to participate and 

completing the survey.  This represents a response rate of approximately 19%.  Due to a 

technical glitch with the online survey, only 94 (65%) of these respondents could be 

identified by their school district.  These identifiable respondents represented 74 distinct 

school districts.  Table 1 describes demographic characteristics of these identifiable 

school districts in comparison with the population of all Iowa districts.1  Demographic 

data for Iowa districts corresponding to the 2008-09 school year (the year in which this 

study was conducted) were obtained from the Basic Educational Data Survey.  As can be 

seen, the identifiable, participating districts are quite similar to the population with 

respect to socio-economic status (as represented by median percent eligible for 

Free/Reduced-Price lunch) and NCLB proficiency status (as represented by the median 

percent proficient in reading and math).  However, large districts (as represented by 

median grade 4 enrollment) appeared to be over-represented among identifiable, 

participating districts, and identifiable participants also appeared to be slightly more 

diverse (as represented by median percent white) than the population. 

 

 

                                                 
1 Administrator survey responses of identifiable and non-identifiable respondents were compared 
and found to be virtually identical.  Thus, it seems reasonable to assume that the identifiable 
sample of districts is demographically representative of the full sample of responding districts. 
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Table 1. Representativeness of Participating 
Districts 

Characteristic  

Number of Districts  

Sample 74 

Population 363 

Median % Fr/Red Lunch Eligible  

Sample 32 

Population 31 

Median Grade 4 Enrollment  

Sample 200 

Population 48 

Median % Proficient Reading  

Sample 79 

Population 79 

Median % Proficient Math  

Sample 81 

Population 81 

Median  % White  

Sample 90 

Population 96 

 
 
 

Survey respondents were asked to indicate their administrative role(s) (guidance 

counselor, teacher, administrator, curriculum coordinator, or assessment coordinator).  

Table 2 describes the frequency of responses.  As can be seen, around 80% of 

respondents identified themselves as administrators, 18% were curriculum coordinators, 
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12% identified themselves as assessment coordinators, and fewer than 5% of respondents 

identified themselves either as guidance counselors or as teachers. 

Table 2. Percentage of Respondents 
Indicating Administrative Role 

Role % 

Administrator 81 

Curriculum Coordinator 18 

Assessment Coordinator 12 

Teacher 4 

Guidance Counselor 3 

Total Number of Respondents 144 

Note. Respondents could select more than one role. 
 
 

Instrumentation 

The administrator survey was constructed following a thorough review of the 

related literature.  The items were intended to reflect themes relevant to formative 

assessment, including characteristics of the assessments themselves, aspects of 

assessment administration and use, and the availability of institutional supports.  The 

survey was organized into two sections.  In the first section, respondents were asked to 

provide information on all periodic, interim assessments administered in their school or 

district.  For each such assessment, respondents were to indicate the purpose(s) for 

administration, grade levels and subject areas tested, types of students tested, whether the 

assessment is commercially-produced or teacher-made, and how long the school/district 

had been administering the assessment for improving instruction, tracking student 

progress toward proficiency, predicting performance on the ITBS, or identifying students 
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for remedial instruction.  In the second section of the survey, respondents were asked to 

select the periodic, interim assessment that is most important in helping teachers improve 

the teaching/learning process and to provide more detailed information about that 

particular assessment: types of item formats, frequency of administration, amount of 

student time spent on each administration, information about responsibility for timing of 

administration and scoring, availability and nature of any professional development 

associated with the test, features of score reports, potential uses of the results by 

classroom teachers and other school personnel, and reasons the particular assessment 

system was selected.  Table 3 describes the alignment of research questions to particular 

Administrator Survey items.  For example, in order to estimate the prevalence of interim 

assessment use in Iowa elementary schools, respondents were asked whether their school 

or district uses such assessments and if so, to indicate the purposes for administering such 

assessments.  A copy of the complete administrator survey can be found in Appendix B. 

Table 3. Alignment of Research Questions and Administrator Survey Items 

Research Question Item Number(s)

1.  How prevalent is the use of interim assessments? 

 

2 

2.  For what purposes are these assessments administered? 3b 

3.  What are some general characteristics of the interim assessments being    

 administered? (subject areas, grade-levels, item formats, etc.) 

3f-3i, 5-11, 15-20

4.  How are assessment results being used by teachers and schools/districts? 21, 22 

5.  What institutional supports exist to facilitate formative use of interim assessment  

 results (e.g., professional development opportunities)? 

12-14 
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Data Analysis Procedures 

Survey responses were downloaded into a spreadsheet to enable open-ended 

responses to be coded.  Descriptive statistics, in the form of response frequencies, were 

computed for all survey sections using SAS.  The analysis was conducted in two ways.  

For the first section of the survey, where respondents could describe as many as five 

different interim assessments, responses were collapsed across themes.  Specifically, the 

total number of assessments described was computed, and dichotomous indicators were 

created for each response option, allowing responses to be summarized as the percentage 

of assessments corresponding to a particular characteristic.  For example, the percentage 

of assessments administered to students in third, fourth, and/or fifth grade could be 

described.  Thus, the unit of analysis was the assessment rather than the individual 

respondent.  For the second part of the survey, in which respondents identified the 

assessment “most important” to their school or district, the unit of analysis was the 

individual respondent.  Furthermore, the assessments identified as “most important” were 

categorized with respect to subject areas: assessments exclusively targeting reading 

content, those only focusing on math content, and assessments that sampled both reading 

and math content.  Thus, for the second section of the administrator survey, responses 

were tabulated and summarized as the percentage of “reading only,” “math only,” and 

“combination” respondents providing a given response.  

Phase II: Development and Pilot-Testing of Teacher Survey 

During Phase II, the draft teacher survey was pilot-tested with ten teachers, who 

then participated in individual/group interviews to solicit feedback about survey design.  

Teachers were asked to identify items that were unclear, or items for which response 

options did not represent the full range of possible alternatives.  They were also asked to 

provide suggestions for improving the survey by making it clearer, easier to understand, 
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and/or more convenient to complete.  Research questions addressed by this phase of the 

study include the following: 

6. Which aspects of interim assessment use are most difficult to measure with a 

survey? 

7. What types of problems arise in using a survey to measure teachers’ interim 

assessment practices (e.g., lack of clarity in survey language, inadequacy of rating 

scales or response options)? 

8. What are the research implications of using a survey to measure teachers’ interim 

assessment practices?  To what extent might this measurement methodology 

obscure or distort teachers’ instructional practices? 

Data Collection Procedures 

Out of the 94 identifiable schools participating in the survey, a smaller sample of 

53 schools located within a 60-mile radius of Iowa City was selected for potential 

participation in the second part of the study—focus groups designed to pilot test the 

teacher survey on interim assessment practices.  Between March and May 2009, email 

invitations to participate in focus groups were sent to principals of these schools, who 

were asked to provide contact information for teachers in their building who might be 

interested in participating.  Thirty principals failed to respond to this email or a follow-up 

email sent approximately two weeks later.  Five principals declined to participate.  

Eighteen principals either provided contact information for their teachers or indicated 

they had forwarded the email invitation to the relevant teachers.    

Forty-one teachers were contacted individually to invite them to participate in 

focus groups.  Non-respondents were sent a second invitation approximately two weeks 

later.  Teachers were informed that they would be compensated for their participation.  

Ten teachers accepted the invitation to participate.  However, due to scheduling 

difficulties and the fact that some teachers were the only teachers from their school 
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interested in participating, some of the interviews were conducted as individual 

interviews rather than focus groups.  Ultimately, two focus groups of three teachers each 

were conducted and an additional four individual interviews were completed.  Teachers 

participating in individual and group interviews responded to the teacher survey prior to 

the interview and were then asked to provide feedback regarding the survey’s clarity, 

readability, and relevance.  Group interviews were conducted at the school, whereas 

individual interviews were conducted over the phone.  The four teachers participating in 

individual phone interviews, plus one focus group of teachers who indicated that they 

only had one hour in which to conduct the interview, received the survey and an advance 

organizer several days prior to the interview.  These teachers were instructed to complete 

the survey no more than two days before the interview was scheduled and to look over 

the advance organizer after completing the survey.  Participants in the other focus group 

completed their surveys immediately prior to participating in the interview.  As such, 

they did not receive the advance organizer, which was intended to help participants focus 

on and remember salient observations about the teacher survey.  All interviews lasted 

between 30 minutes to just over one hour, with the average interview lasting 

approximately 45 minutes.  Teachers were paid $50 for participating.  Copies of all IRB-

approved documents for identifying and recruiting teachers can be found in Appendix C.   

Sample 

The sample of ten teachers represented three school districts and six elementary 

schools.  One teacher taught third grade, five teachers taught fourth grade, three teachers 

were responsible for multi-age classrooms combining third and fourth grade students, and 

one teacher was responsible for teaching math to students in grades 3-5.  According to the 

administrator survey responses for these schools/districts, one school administers four 

interim assessments, including Assessment A2, which is a commercially-produced, 
                                                 
2 All assessment names have been stripped to protect anonymity of participants. 
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computer-administered assessment including both reading and math tests.  Survey 

responses indicated Assessment A is administered to all students in grades 3-5 for the 

purposes of identifying student strength and weaknesses, tracking student progress 

toward proficiency in reading and math, identifying students for remedial instruction, and 

predicting student performance on the ITBS.  The teacher from this school discussed her 

use of Assessment A.  Another three schools, all of which belong to the same district, 

administer four interim assessments, including Assessments B (for reading) and C (for 

math).  Assessments B and C are both commercially-produced and are administered to all 

students in grades 3-5 for the purpose of tracking student progress toward proficiency in 

reading and math, respectively.  Both assessments are associated with specific curricula 

that involve frequent testing—weekly reading assessments and biweekly math 

assessments.  Two teachers from this district responded to the survey regarding their use 

of Assessment B and three responded based on Assessment C.  Finally, two schools, both 

of which belong to the same district, administer two interim assessments—Assessment C 

and Assessment D (a commercially-produced reading assessment), both of which are 

administered in grades 3-5 for the purposes of identifying student strengths and 

weaknesses and tracking student progress toward proficiency.  Assessment D is also 

administered in order to identify students for remedial instruction.  Three teachers from 

this district referenced their use of Assessment D and one teacher described her use of 

Assessment C.  

Instrumentation 

The draft teacher survey asks teachers to provide details concerning 

administration and use of periodic, interim assessment results to improve the teaching-

learning process.  The survey was designed after an extensive review of the literature on 

interim and formative assessments.  The survey is organized into several sections: 1) 

general teacher background and education; 2) teacher instructional practices used before  
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administration of the assessment; 3) use of assessment results; 4) perceptions of the 

assessment; 5) perceptions of the school climate; and 6) professional development.  

These sections include items reflecting salient themes emerging from the literature, such 

as alignment of the assessment to relevant standards and instruction, communication of 

performance expectations to students, provision of feedback to students about their 

performance, involvement of students in evaluating their own performance and revising 

performance goals, and institutional supports that may help to facilitate use of results to 

improve instruction.  The teacher survey was tailored to correspond to the particular 

interim assessment in use within each school (i.e., the name of the assessment 

administered by the school was inserted into the survey and teachers were instructed to 

fashion their survey responses in reference to this assessment). 

Table 4 describes the alignment of research questions, key concepts from the 

literature, and specific items on the teacher survey.  For example, one characteristic of 

interim assessments is the frequency with which they are administered, with more 

frequent administrations generally associated with formative use.  Three teacher survey 

items have been designed to collect information about the frequency of assessment 

administration: one that simply asks teachers to indicate how frequently the assessment is 

administered, and two statements with which teachers are asked to rate their agreement: 

“The assessment is administered often enough to allow me to track student progress” and 

“The assessment is administered too often.”  A copy of the complete teacher survey can 

be found in Appendix D.3     

During the interview, teachers were taken through the survey one section at a 

time, beginning with the introduction and survey instructions.  Teachers were asked 

whether: 1) the introduction was clear and understandable, 2) they had any questions or 

                                                 
3 Item number 4 on the teacher survey is a modified version of an item from the Teacher 
Questionnaire administered as part of the 2007 Schools and Staffing Survey (Institute for 
Education Science, 2007). 
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concerns when reading the introduction, 3) they understood the purpose of the survey 

after reading the introduction, and 4) they had any other comments or suggestions for 

improving the introduction.  For each subsequent survey section, teachers were asked to 

identify questions that were unclear, questions that were otherwise difficult to answer, 

questions they thought should be added or deleted, or response options that were 

inadequate.  After all sections of the survey had been covered, teachers were asked 

several general questions about the overall survey, including how well rating scales 

functioned, the extent to which teachers felt that important aspects of using the 

assessment were well-represented on the survey, how long it took them to complete the 

survey, whether the survey would apply to other interim assessments they administered, 

and whether they preferred to respond to the survey online or on paper.   Copies of the 

interview protocol and advance organizer distributed to teachers can be found in 

Appendix E. 

Table 4. Alignment of Research Questions, Key Concepts, and Teacher Survey Items 

Research Question Key Concepts 
Survey Item 

Number(s) 

3.  What are some characteristics of  

the interim assessments being 

used? 

Frequent administrations 15, 57, 58 

Quick turnaround of results 26 

Availability of diagnostic information 27, 28, 44, 45, 53 

Relationship to curriculum (learning 

progressions, timing of assessment 

administration) 

43, 49-52, 56 

Information supplements what is 

available from other sources 

48 
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Table 4 continued 

Research Question Key Concepts 
Survey Item 

Number(s) 

3.  What are some characteristics of  

 the interim assessments being 

used? 

Accessibility/interpretability of score 

reports 

46, 47, 55 

 Locus of control for assessment 

administration 

12, 15, 16, 17, 18 

4.  How are interim assessments  

being used by teachers? 

Communication of learning goals and 

quality criteria to students 

10, 11 

 Self/peer evaluation 12, 13, 14 

 Communication of  results, including 

strengths and weaknesses, to students 

19-22 

 Use of results for student grades 29-30 

 Identification of content for re-teaching 32, 37 

 Selecting alternative pedagogies 36 

 Diagnosing learning difficulties 34, 35 

 Grouping students for targeted instruction 39, 40 

 Individualized instruction 33, 38, 41 

5.  What institutional supports exist  

to facilitate formative use of 

interim assessment results? 

Scheduled planning time 68, 70 

 Scheduled re-teaching time 69, 71 

 Professional development opportunities 73-81 
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Data Analysis Procedures 

All interviews were digitally-recorded and transcribed.  All teacher suggestions, 

comments, or questions were entered into a spreadsheet, along with the relevant survey 

section and item number.  These comments and questions were later grouped into the 

following categories: 1) clarity of survey language, 2) missing aspects of test use, 3) 

relevance of the survey item for a particular assessment system, 4) relevance of the 

survey item for a particular school or classroom setting, 5) adequacy of response options, 

6) utility of rating scales, 7) clarity of instructions and contextual information, and 8) 

survey organization.  A few of these categories correspond to themes from the literature 

on the measurement of teaching (e.g., clarity of survey language, adequacy of response 

options, and utility of rating scales).  Other categories (e.g., relevance of the survey item 

for a particular assessment system or school/classroom setting) were inductively 

developed.  Frequencies of particular types of suggestions and comments were computed, 

and illustrative teacher comments or examples of recommendations were identified for 

each category.
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CHAPTER IV. RESULTS 

Phase I: Administrator Survey 

Research Question 1: Prevalence of Interim Assessments 

Survey respondents were asked to indicate whether their school or district 

administers periodic, interim assessments in reading or math to students in grades 3-5 for 

any of the following purposes: improving reading or math instruction; predicting student 

performance on the ITBS; tracking students’ progress toward proficiency in reading or 

math; or identifying students in need of remedial instruction.  Periodic, interim 

assessments were described as “assessments administered more than once between annual 

administrations of the Iowa Tests of Basic Skills (ITBS) in order to improve the 

teaching/learning process,” and respondents were informed that these assessments could 

be formal or informal.  The percentage of respondents indicating their school or district 

uses such assessments is reported in Table 5.  As can be seen, almost all respondents 

indicated that their school or district uses such assessments. 

Table 5. Percentage of Respondents 
Using Interim Assessments 

Response % 

Yes 97 

No 3 

Total Number of Respondents 144 

 
 
 

Respondents were asked to identify the assessments used and to describe them 

along a number of dimensions, including the purpose of administering the assessment, 
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whether the assessment is mandated at the school or district level, subject areas and grade 

levels included in testing, students participating in testing, and number of years the 

assessment has been administered.  Respondents could describe as many as five different 

assessments being used by their school or district.  The percentage of respondents 

describing single and multiple assessments is reported in Table 6.  As can be seen, around 

60% of respondents described more than one assessment, and a full 14% of respondents 

described five different assessments.  Respondents reported a total of 316 assessments, 

with an average of around two assessments described per respondent. 

Table 6. Percentage of Respondents 
Describing Single and Multiple 
Assessments 

Number of Assessments Described % 

1 40 

2 26 

3 16 

4 5 

5 14 

Total Number of Respondents 139 

Note. For a sample of this size, the largest 
estimated standard error for a percentage would 
be 4.2%. 

 
 
 

Respondents were asked whether administration of the assessment was mandated 

by the school, by the district, or if use was not mandated by either the school or district.  

Out of 315 total assessments described,4 the percentage of assessments being mandated 
                                                 
4 One respondent indicated using an assessment, but declined to complete the assessment description 
portion of the survey. 
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at various levels is reported in Table 7.  Half of all assessments described were mandated 

at the district level, around one quarter were mandated at the school level, and one-fifth 

were not mandated by either the school or district.  In other words, whereas around 80% 

of the assessments described were mandated by school or district administrators 

(collapsing across these two categories), 20% of these assessments were administered at 

the discretion of the individual teacher or other educator. 

Table 7. Percentage of Assessments Being 
Mandated at Various Levels 

 
 
 
 

 

 

 
Note. For a sample of this size, the largest estimated 
standard error for a percentage would be 2.8%. 
 
 

Research Questions 2 and 3: Interim Assessment Purposes 

and Other Assessment Characteristics 

Respondents were asked to provide information concerning characteristics of the 

assessments, such as type of assessment (commercially-produced or educator made), 

purpose for testing, subject areas tested, students participating in testing, and number of 

years the assessment has been used.  These descriptions, disaggregated by subject area 

(reading, math, or combination reading and math), are reported in Table 8.  As can be 

seen from the bottom row of the table, 60% of the assessments targeted achievement in 

reading, 15% exclusively assessed math skills, and one-quarter sampled both reading and 

Level % 

District 51 

School 28 

Neither school nor district 20 

Total Number of Assessments 315 
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math content.  Across all three subject area categories (reading, math, combination), the 

majority of assessments were commercially-produced rather than locally-produced 

(educator-made), although tests targeted exclusively at math content were more likely 

than tests in other subject area categories to be educator- made.    

Table 8.  Percentage of Respondents Indicating Particular Assessment 
Characteristics 

Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Type of Assessment    

Commercially-produced 96 69 90 

Locally-produced (educator-made) 2 31 10 

Other 2 0 0 

Purpose for Assessing    

Track students’ progress toward proficiency 84 83 90 

Identify student strengths & weaknesses 76 81 87 

Identify students for remedial instruction 76 72 77 

Predict student performance on the ITBS 9 19 27 

Grade Level    

Third 85 85 91 

Fourth 84 91 99 

Fifth 78 74 87 

Students Participating    

All students 93 91 92 

“Not Proficient” students 5 9 6 
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Table 8 continued 

Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Students Participating    

Individual students 5 9 0 

Students in remedial classes 4 6 5 

Special education students 3 9 8 

English language learners 2 0 6 

Length of time administered    

One to three years 30 19 33 

Four to six years 34 38 42 

Seven to ten years 31 28 17 

More than ten years 5 15 8 

Total Number of Assessments (%) 190 (60) 47 (15) 78 (25) 

Note. Percentages are out of the total number of assessments described.  Percentages 
may not add to 100 because respondents could select multiple assessment 
characteristics.  For a sample of this size, the largest estimated standard error for a 
percentage would be 2.8%. 
 
 
 

Respondents were asked to indicate the purposes for which the interim assessment 

is administered in their school or district: 1) identifying student strengths and 

weaknesses, 2) predicting student performance on the ITBS, 3) tracking students’ 

progress toward proficiency in reading or math, or 4) identifying students for remedial 

instruction.  Respondents could select multiple purposes for assessing students.  As can 

be seen, the purposes for administering assessments did not tend to vary noticeably across 

subject area categories.  Across all three subject area categories, the vast majority of the 

tests were administered in order to identify strengths and weaknesses, track students’ 
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progress toward proficiency, and/or identify students for remedial instruction.   Very few 

respondents indicated their school or district administers interim assessments in order to 

predict student performance on the ITBS, although tests exclusively targeting math 

content and combination tests appeared to be slightly more likely than reading tests to be 

administered for this purpose.  Across all subject area categories, prediction of ITBS 

performance was reported for approximately 15% of the assessments described, which 

represents nearly 24% of survey respondents.   

Across all three subject area categories, upwards of about three-quarters of the 

assessments described were administered to students in grades 3, 4, and/or 5.  Few 

differences across subject area categories were apparent.  There were also no apparent 

differences across subject area categories in the types of students participating in testing.  

In particular, almost all reading, math, and combination tests were routinely administered 

to all students.  Finally, across all subject area categories, most assessments described 

were implemented relatively recently.  Collapsing across the first two categories, between 

57-75% of the assessments described were implemented at most six years ago, which 

corresponds to the first school year in which adequate yearly progress decisions were 

made.   Tests targeting exclusively math content were slightly less likely than other 

subject area tests to be implemented during the last three years, and combination tests 

were less likely than other subject area tests to be put in place more than six years ago. 

“Most Important” Interim Assessments: Reasons for 

Selecting 

Survey respondents were asked to identify the assessment that was most 

important for helping to improve teaching and learning in their school.  The rest of the 

survey questions were to be answered in reference to this “most important” assessment.  

Out of 139 respondents who reported using at least one interim assessment, 134 (96%) 

identified the assessment that is most important for improving teaching and learning at 
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their school and 126 (91%) completed the relevant survey questions regarding the “most 

important” assessment.5  Respondents were asked to indicate the reasons their school or 

district had selected the assessment deemed “most important:” low cost, diagnostic 

capabilities, alignment of the assessment to the curriculum, ease of administration, 

alignment of the assessment to the ITBS, reporting capabilities, ability to administer the 

assessment by computer, rapid availability of results, accompaniment of the school or 

district’s curricular series, or because a neighboring school or district administers the 

same assessment.  Respondents could identify multiple reasons for selecting a particular 

assessment system.   

Table 9 describes the distribution of responses, which have been disaggregated 

across subject areas targeted by the “most important” assessment (reading only, math 

only, both reading and math).  As can be seen, 60% of respondents indicated that the 

“most important” assessment exclusively targets reading content, 32% of respondents 

reported that the “most important” assessment samples both reading and math content, 

and 8% of respondents indicated that the “most important” assessment is focused on 

math.  Across all three subject areas, reasons for selecting particular assessment systems 

were relatively similar, although the specific rank-orderings differed.  For example, ease 

of administration, diagnostic capabilities, and alignment to the curriculum were 

frequently-cited reasons across all three types of tests.  Rapid availability of results was 

also an important reason for both reading and combination tests.  There were a few 

differences across subject areas in the reasons for selecting particular assessment systems.  

For example, both reading and math tests were more likely than combination tests to be 

selected, at least partially, due to their low cost.  Conversely, combination tests were 

more likely than reading or math tests to be selected because of reporting capabilities 

                                                 
5 To be considered complete, respondents had to complete the survey items on frequency of administration, 
time spent per administration, mode of administration, locus of control, time until results are available, and 
provision of professional development. 



73 
 

 

and/or the ability to administer by computer.  Finally, both math and combination tests 

were more likely than reading tests to be selected due to their alignment with ITBS 

content.   

Table 9. Percentage of Respondents Indicating Reasons for Selecting 
“Most Important” Assessment 

Reason 

Subject Area 

Reading Math Combination 

% % % 

Ease of administration 54 50 68 

Diagnostic capabilities 53 50 75 

Alignment of the assessment to the curriculum 46 70 73 

Rapid availability of results 46 20 73 

Low cost 30 40 8 

Reporting capabilities 25 20 73 

Not Sure 13 10 0 

Ability to administer by computer 9 10 68 

Other 9 10 0 

Alignment of the assessment to the ITBS 8 40 35 

Curricular series 7 10 15 

Use by neighboring district 3 0 8 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could select multiple 
reasons.  For a sample of this size, the largest estimated standard error for a percentage 
would be 4.4%. 
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Research Question 3: Characteristics of Interim 

Assessments 

Item Format and Context of Administration 

Respondents were asked to provide more detailed descriptions of the “most 

important” assessments, including the types of item formats utilized and the context of 

administration (frequency, time spent per administration, and mode of administration).  

Certain characteristics of the interim assessments used may facilitate or hinder efforts to 

use results formatively.  For example, assessment items that do not disclose students’ 

thinking processes may be less likely to support formative use (Black & Wiliam, 1998; 

Cowie & Bell, 1999; Popham, 2006b; Wiliam & Thompson, 2008), with particular item 

formats purported to do a better job disclosing diagnostic information than others (e.g., 

supply-type items).  In addition, assessments administered relatively infrequently may not 

provide enough information about student progress to enable timely instructional 

adjustments (Perie, et al., 2009).   

The percentages of respondents reporting these characteristics are summarized in 

Table 10, disaggregated across subject areas.  Examining the distribution of item formats 

first, it is clear that many of the assessments across all three subject areas contain 

multiple formats.  There were notable subject-area differences, however.  For example, 

respondents identifying reading assessments as “most important” indicated that these 

assessments are composed primarily of performance (timed oral reading of passages) 

and/or constructed response tasks; those indicating math assessments are “most 

important” reported that these assessments are composed primarily of constructed 

response and/or multiple-choice items; and respondents identifying combination tests as 

“most important” indicated that these tests are overwhelmingly composed of multiple-

choice items.  If item formats are categorized into objective item-types (multiple-choice, 

true-false, or matching) versus supply-types (performance, constructed response, or 
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essay), the percentage of assessments exclusively utilizing one format over the other can 

be computed.  In particular, 71% of “reading only” respondents indicated that their 

school or district’s “most important” assessment uses only supply-type items, whereas 

12% of these respondents reported using only objective-item types.  On the other hand, 

40% of “math only” respondents indicated the “most important” assessment uses only 

supply-type items and 20% reported using only objective-item types.  Finally, 5% of 

“combination” respondents indicated their “most important” assessment uses only 

supply-type items, and 80% reported using only objective-item types.  

Table 10. Percentage of Respondents Indicating Particular 
Characteristics of “Most Important” Assessments 

Assessment Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Item Format    

Performance assessment 68 10 8 

Constructed response 45 80 18 

Multiple choice 25 60 95 

True/False 7 20 18 

Essay 5 0 10 

Matching 1 10 13 

Frequency of Administration    

Three times a year 42 20 15 

Once a grading period 29 10 5 

Two times a year 16 10 68 

Once a month 7 10 5 
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Table 10 continued 

Assessment Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Frequency of Administration    

Once every two weeks 3 10 3 

Once a week 1 10 3 

Every day 0 10 0 

Other 3 20 3 

Time Spent per Administration    

Less than 15 minutes 53 20 3 

Between 15-30 minutes 30 50 10 

Between 30-60 minutes 11 20 33 

Between 1-2 hours 4 10 28 

More than 2 hours 0 0 28 

Other 3 0 0 

Mode of Administration    

Individual, oral admin. 70 0 0 

Computer admin. 11 80 88 

Educator observation 9 0 0 

Paper & pencil 8 20 13 

Other 3 0 0 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could select multiple 
assessment characteristics.  For a sample of this size, the largest estimated standard 
error for a percentage would be 4.4%. 
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Turning to the frequency of administration, one can see that many of the “most 

important” assessments across all three subject areas are administered relatively 

infrequently.  Collapsing across response categories, more than 80% of “reading only” 

and “combination” respondents indicated that the “most important” assessments are 

administered only two, three, or four times per year, and more than half of these 

respondents reported administering assessments only two or three times per year.  There 

was less consensus among “math only” respondents regarding frequency of 

administration, but 40% of these respondents indicated administering “most important” 

assessments only two, three, or four times per year.   

There were notable subject-area differences with respect to time spent per 

administration.  For example, collapsing across response categories, “reading only” and 

“math only” respondents indicated their “most important” assessments were relatively 

brief measures, with around 70-80% of these respondents indicating the assessments take 

no longer than 30 minutes to administer.  On the other hand, “combination” respondents 

indicated their “most important” assessments are more time-consuming, with 89% of 

these respondents reporting that administering their assessments takes at least 30 minutes 

and 56% reporting administration takes at least one hour.  Finally, respondents indicated 

the mode of administration of the “most important” assessment.  As is evident from Table 

10, there were notable subject-area differences in the mode of administration.  In 

particular, 70% of “reading only” respondents reported that the “most important” 

assessment is an individually-administered, oral measure.  In contrast, at least 80% of 

“math only” and “combination” respondents indicated that their “most important” 

assessments are administered by computer.  Across all three subject areas, very few of the 

“most important” assessments are traditional paper/pencil measures or educator 

observations. 
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Locus of Control for Assessment Administration 

Because it was suggested in the literature that one important element for 

formative use of assessment results is teacher autonomy to decide when the assessment is 

administered (Perie, et al., 2009), respondents were asked to indicate who is responsible 

for scheduling administration of the “most important” assessment: administrators at the 

district level, administrators at the school level, teachers within a limited window of time, 

or teachers anytime during the school year.  Table 11 reports the results, disaggregated 

across subject areas.  Collapsing across response categories, for both “reading only” and 

“combination” respondents, administrators at the school or district level appeared to 

enjoy more control over scheduling assessment administration than teachers, with 

between 65-78% of these respondents indicating that decisions about when to administer 

the assessment are made by school or district administrators.  Collapsing across response 

categories (teachers within a limited window or teachers anytime), only between 23-27% 

of “reading only” and “combination” respondents indicated that teachers exercise at least 

some control over when the “most important” assessment is administered, and only 3-5% 

of these respondents reported that teachers are free to schedule assessment administration 

at their discretion anytime during the school year.  On the other hand, for “math only” 

respondents, teachers appear to have a bit more control over when assessments are 

administered, with 70% of these respondents indicating that teachers exercise at least 

some control over the decision (i.e., combining response categories).  It should be noted, 

however, that even for “math only” respondents, teachers are still somewhat constrained 

to scheduling assessment administration during a prescribed window of time. 

The issue of locus of control for timing of assessment administration is related to 

the issue of where the requirement for assessment administration originates—at the 

district, school, or classroom level.  Accordingly, the percentages in Table 11 are similar 

to the percentages of assessments being mandated at various levels, reported in Table 7.  
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For example, Table 7 indicates that around half of all assessments are mandated at the 

district level.  Similarly, about 42% of all respondents (across all three assessment types)  

indicated the locus of control for timing of assessment administration resides at the 

district level.  Table 7 suggests that approximately 24% of all assessments are mandated 

at the school level; similarly, around one-quarter of all respondents across all three 

assessment types reported the locus of control is at the school level.  Finally, as reported 

in Table 7, approximately 20% of all assessments are not mandated by either the school 

or the district (i.e., they are administered at the discretion of the individual teacher or 

other educator); similarly, 28% of all respondents across all three assessment types 

indicated that locus of control resides with the classroom teacher. 

Table 11. Percentage of Respondents Indicating Locus of 
Control for “Most Important” Assessment Administration 

Locus of Control 

Subject Area 

Reading Math Combination 

% % % 

Administrators at the district level 36 10 58 

Administrators at the school level 29 10 20 

Teachers w/in limited window 22 50 20 

Teachers anytime 5 20 3 

Other 8 10 0 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. For a sample of this size, the largest estimated standard error for a 
percentage would be 4.4%. 
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Interim Assessment Scoring and Reporting 

The literature on formative assessment suggests that formative use of assessment 

results is more likely to occur when teachers are familiar with quality criteria and scoring 

rubrics (Black & Wiliam, 1998; Schunk, 1996; Sadler, 1989; Stiggins, 2007) and when 

results are available in a timely fashion (Popham, 2006b).  Thus, respondents were asked 

to indicate who is responsible for scoring the “most important” assessments and how long 

teachers have to wait for results to be available.  These characteristics are reported in 

Table 12, disaggregated across subject areas.  As is evident, there were subject-area 

differences in responsibility for scoring, with 70-88% of “reading only” and “math only” 

respondents indicating that assessments are scored (at least partially) internally by 

teachers or other school personnel and 90% of “combination” respondents indicating that 

assessments are scored (at least partially) externally when response categories are 

combined (either computer-scored or sent off to the testing company).  The percentages 

of respondents indicating that assessments were scored completely internally, completely 

externally, or some combination were computed.6  Between 3-5% of “reading only” and 

“combination” respondents indicated that the “most important” assessments contain some 

portions that are scored internally and some that are scored externally.  However, 

whereas 86% of “reading only” respondents indicated that assessments are completely 

scored internally, 88% of “combination” respondents indicated that assessments are 

completely scored externally.    

 

 

 

                                                 
6 These percentages are not included in the table. 
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Table 12. Percentage of Respondents Indicating Scoring 
Features of “Most Important” Assessments 

Assessment Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Responsibility for scoring    

Teachers/school personnel 88 70 13 

Computer-scored 11 30 78 

Testing company 1 0 18 

Other teachers in district 1 0 0 

AEA personnel 0 0 3 

Other 0 0 5 

Availability of results    

Immediate 62 40 60 

Within a few days 22 60 30 

Within one week 12 0 10 

Within a few weeks 4 0 0 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could select 
multiple scoring approaches.  For a sample of this size, the largest 
estimated standard error for a percentage would be 4.4%. 

 
 
 

Few differences across subject areas emerged for availability of results.  

Collapsing across response categories, all types of respondents reported that results are 

available relatively quickly, with between 84-100% of respondents indicating results are 

available within, at most, a few days, and nearly all respondents indicating results are 

available within, at most, one week.  No doubt, this finding is related to the small number 

of respondents who reported that assessments are sent somewhere else to be scored.  
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Rather, results suggest that either teachers are quickly doing their own scoring or 

assessments are scored automatically by computer. 

Another feature of assessments believed to facilitate formative use of results is 

communicative and user-friendly score reports (Perie, et al., 2007).  Accordingly, 

respondents were asked to indicate who has access to score reports, what types of scores 

and interpretations are provided by the “most important” assessment, and whether 

educators have access to item-level data at the individual or classroom level that may 

help to diagnose particular student misunderstandings.  Table 13 describes these aspects 

of assessment reporting, with results disaggregated across subject areas.  As can be seen, 

across all three subject areas, nearly all respondents indicated that teachers and principals 

routinely receive copies of score reports.  There were some subject-area differences, 

however.  In particular, “reading only” and “combination” respondents were both more 

likely than “math only” respondents to indicate that parents receive score reports.  

Moreover, for “combination” respondents, assessment results appear to be relatively 

accessible to a variety of other stakeholders, including curriculum coordinators, students, 

guidance counselors and assessment coordinators.   

The most frequently-reported types of scores or interpretations provided by the 

“most important” assessments differed slightly across subject areas, with “combination” 

respondents indicating a much wider variety of score types included in reports.  For all 

three types of respondents (“reading only,” “math only,” and “combination”), raw scores 

and students’ proficiency status were important pieces of information to report, with 

between 50-90% of respondents indicating one or both types of scores are included in 

score reports.    In addition, however, “combination” respondents indicated that several 

other types of scores are fairly commonly reported on their “most important” 

assessments, including criterion-referenced interpretations (indicated by 83% of 
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respondents), percentile ranks (indicated by 68% of respondents), and standard scores 

(indicated by 60% of respondents).   

Table 13. Percentage of Respondents Indicating Reporting Features of “Most 
Important” Assessments 

Assessment Characteristic 

Subject Area 

Reading Math Combination

% % % 

Access to score reports    

Teachers 99 100 98 

Principals 95 90 98 

Parents 75 40 93 

Curriculum coordinators 42 50 78 

Students 32 40 70 

Assessment coordinators 24 30 55 

Guidance counselors 18 30 70 

Other 4 10 3 

Types of scores or interpretations provided    

Proficiency status (e.g., Below Basic, Basic) 82 50 70 

Raw scores 62 90 63 

Criterion-referenced 39 40 83 

Standard scores (e.g., GEs, stanines) 14 0 60 

Percentile ranks 11 10 68 

Not Sure 1 0 0 
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Table 13 continued 

Assessment Characteristic 

Subject Area 

Reading Math Combination 

% % % 

Types of Information Provided    

Individual student scores 89 60 98 

Classroom average scores 81 80 90 

Item-level data (individual) 28 40 15 

Item-level data (classroom) 26 30 18 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could select multiple characteristics.  
For a sample of this size, the largest estimated standard error for a percentage would be 4.4%. 

 
 
 

Finally, there do not appear to be substantial differences across subject areas in 

the other types of information included in score reports.  “Reading only” and 

“combination” respondents were slightly more likely than “math only” respondents to 

indicate that their “most important” assessments provide individual student score reports 

(reported by between 89-98% of these respondents).  The provision of classroom-level 

score reports was about equally common for all three types of respondents (reported by 

between 80-90%).  The provision of item-level data at the student or classroom level 

(including students’ incorrect item responses), appeared to be less common, with between 

15-28% of respondents indicating that item-level data was provided for individual 

students and between 18-30% of respondents indicating that such data was available for 

the classroom.  However, it should be noted that between 70-86% of “reading only” and 

“math only” respondents reported that the “most important” assessments were scored 

entirely by teachers.  Thus, teachers doing their own scoring would necessarily have 

access to students’ incorrect responses, which could be used to diagnose learning 
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difficulties and select alternative pedagogies.  On the other hand, with 88% of 

“combination” respondents indicating that assessments are scored completely by 

someone other than the classroom teacher, it is more meaningful that only between 15-

18% of these respondents indicated having access to item-level data at the individual or 

classroom level. 

Research Question 5: Professional Development 

Proponents of formative assessment have speculated that institutional supports, 

such as the provision of teacher professional development, are necessary to ensure 

effective use of assessment results (Cizek, 2007; Heritage, 2007; Perie, et al., 2007; 

Shepard, 2008).  Thus, respondents were asked whether their school or district had 

provided professional development (PD) to train teachers or other school personnel to 

interpret or use assessment results.  In addition, respondents were asked to describe the 

content and focus of any PD provided and to indicate who participated in the training.   

Table 14 reports the results, which are disaggregated across subject area.  As can be seen, 

nearly all “reading only” and “combination” respondents indicated that their school or 

district has provided PD, whereas only 60% of “math only” respondents reported such 

training.  Of those who indicated professional development was provided, the vast 

majority of “reading only” and “combination” respondents indicated that both teachers 

and administrators participated in the training.  For the “math only” respondents, the 

participation of teachers and administrators in PD was slightly less common (reported by 

60% and 50% of respondents indicating professional development was provided, 

respectively).  Curriculum coordinators were also relatively likely to participate in PD, as 

reported by around half of the “reading only” and “math only” respondents and 80% of 

the “combination” respondents.  In addition, “combination” respondents indicated that 

professional development tended to involve a number of other parties, including guidance 

counselors and assessment coordinators (reported by 68% and 50%, respectively).   
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Table 14. Percentage of Respondents Indicating PD Associated with 
“Most Important” Assessments 

Feature of PD 

Subject Area 

Reading Math Combination 

% % % 

Provision of PD    

Yes 91 60 98 

No 5 30 2 

Not Sure 4 10 0 

PD Participants    

Teachers 91 60 98 

Administrators 79 50 93 

Curriculum Coordinators 46 50 80 

Guidance Counselors 14 20 68 

Assessment Coordinators 17 20 50 

Other 3 10 0 

Content/Topic Focus of PD    

Interpreting scores 84 50 98 

Administering the assessment 80 40 68 

Purpose of the assessment 79 40 93 

Scoring the assessment 67 30 18 

Modifying instruction 61 50 73 

Preparing students for testing 33 30 43 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could select multiple PD 
participants and topics.  Note. For a sample of this size, the largest estimated 
standard error for a percentage would be 4.4%. 

 
 
 



87 
 

 

There were several differences across subject areas in the topic/content focus of 

this PD.  Interpretation of scores was reported by the vast majority of both “reading only” 

and “combination” respondents, whereas this topic was reported by only half of the 

“math only” respondents.  For “reading only” respondents, several other topics appeared 

to be relatively popular, including assessment administration and purpose (each reported 

by around 80% of respondents) and scoring the assessment and modifying instruction 

(each reported by at least 60% of respondents).  “Combination” respondents also 

indicated a variety of PD topics, including purpose of the assessment (reported by 93%), 

modifying instruction (reported by 73%), and assessment administration (reported by 

68% of respondents).  On the other hand, “math only” respondents were less likely to 

report a wide variety of PD topics. 

Research Question 4: Use of Interim Assessment Results 

The literature on formative assessment suggests several potential teacher uses of 

assessment results, including the identification of content and skills that students have not 

mastered, targeting instruction to ability-grouped students, selecting alternative 

pedagogies, and diagnosing students with particular learning difficulties who may profit 

from more intensive instruction (Bloom, et al., 1971; Cowie & Bell, 1999; Popham, 

2006b s).  Accordingly, respondents were asked to indicate how teachers in their school 

or district use results from the “most important” assessment.  Table 15 reports the results, 

which are grouped into three types of instructional decisions that assessment results 

might support: decisions about what to teach, decisions about how to teach, and decisions 

about how to group students.  Starting with decisions about what to teach, across all three 

subject areas the vast majority of respondents indicated that teachers use results to 

identify content and skills for re-teaching (reported by 80-100% of respondents).  Use of  

assessment results to select leveled texts or other classroom materials was also relatively 

common for both “reading only” and “combination” respondents (reported by 65-78% of 
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respondents), whereas this practice was much less common for “math only” respondents 

(reported by only 20%).  On the other hand, “math only” respondents were slightly more 

likely than “reading only” or “combination” respondents to indicate that results are used 

to modify the sequence or pace of the curriculum.  Finally, a sizable proportion of all 

three types of respondents indicated that results are used to align instruction more closely 

to the test by emphasizing tested elements or pruning untested elements, although this 

practice was slightly more likely to be reported by “combination” respondents.   

There appeared to be few differences across subject areas regarding use of results 

to decide how to teach.   For example, across all three subject areas most respondents 

indicated that teachers use results to target instruction to ability-grouped students (cited 

by 70-86% of respondents) and to coordinate instructional efforts among all school staff 

(reported by 60-75% of respondents).  Between 30-40% of respondents indicated that 

teachers use assessment results to identify alternative pedagogies.  Finally, with respect to 

decisions about how to group students, most “reading only” and “combination” 

respondents indicated that teachers use results to group students within the classroom 

(reported by around 80% of respondents), whereas this practice was slightly less common 

for “combination” respondents (reported by only 50%).  Use of results to identify 

students for placement into remedial or accelerated classes was relatively common 

among all three types of respondents (reported by 72-80%).  Use of results to identify 

students for individual tutoring was also commonly cited by respondents, although “math 

only” respondents were slightly more likely than “reading only” respondents to indicate 

this practice. 
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Table 15. Percentage of Respondents Indicating Teacher Use of Assessment Results 

Teacher Use of Results 

Subject Area 

Reading Math Combination 

% % % 

Deciding What to Teach    

Identifying content/skills for re-teaching 80 100 90 

Selecting leveled text/materials 78 20 65 

Modifying the pace/sequence of curriculum 50 70 58 

Aligning instruction more closely to test 41 50 63 

Other 7 0 5 

Not Sure 5 0 3 

Teachers do not use results for this purpose 1 0 3 

Deciding How to Teach    

Targeting instruction to ability-grouped students 86 70 78 

Disseminating/discussing results with other teachers to 

coordinate instruct. efforts 
71 60 75 

Selecting alternative pedagogies 30 30 40 

Not Sure 4 10 3 

Other 3 0 3 

Teachers do not use results for this purpose 3 0 0 

Grouping Students    

Grouping students by ability level w/in classroom 86 50 80 

Identifying students for placement into remedial or accelerated 

classes 
72 80 73 

Identifying students for individual tutoring 58 70 65 
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Table 15 continued 

Teacher Use of Results 

Subject Area 

Reading Math Combination 

% % % 

Grouping Students    

Other 4 10 0 

Not Sure  3 0 0 

Teachers do not use results for this purpose 0 0 3 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could indicate multiple ways teachers use 
assessment results.  For a sample of this size, the largest estimated standard error for a percentage would be 
4.4%. 

 
 
 

It has been speculated that school administrators attempt to maximize the value 

that can be made of a single test by using it for multiple purposes (Perie, et al., 2007).  

Thus, respondents were asked to indicate what other purposes or uses were being made 

of the “most important” assessment.  Table 16 reports the results, which are 

disaggregated across subject area.  Clearly, the “most important” assessments are serving 

a number of purposes.  The vast majority of “reading only” and “combination” 

respondents indicated that the “most important” assessment was used for parental 

communication (cited by 80-93% of respondents), although this practice was slightly less 

common among “math only” respondents (reported by only 60%).  On the other hand, 

most “math only” and “combination” respondents reported that the “most important” 

assessment was used to regularly evaluate the curriculum, whereas this practice was 

slightly less common for “reading only” respondents.  Between 50-75% of respondents 

indicated that the “most important” assessment was administered, at least partially, in 

order to satisfy the “multiple measures” requirement of Chapter 12 of the Iowa Code, 
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with “combination” respondents most likely to cite this particular use.  Use of results to 

evaluate the effects of recent curricular changes (such as adoption of a new curriculum) 

was also relatively common for both “reading only” and “combination” respondents, 

whereas this practice was slightly less common for “math only” respondents.  Finally, 

between 30-43% of respondents indicated that these measures are used to evaluate the 

effects of specific organizational changes (such as a move to a trimester schedule). 

Table 16. Percentage of Respondents Indicating School/District Use of “Most 
Important” Assessments 

School/District Use of Results 

Subject Area 

Reading Math Combination 

% % % 

Parental communication 80 60 93 

Continuing evaluation of the curriculum 67 90 80 

Satisfying “multiple measures” requirement 62 50 75 

Evaluating effects of recent curricular changes 46 30 68 

Evaluating effects of specific org. changes 30 20 43 

Other 7 0 0 

Not Sure 3 0 0 

Results are not used 0 0 0 

Total Number of Respondents (%) 76 (60) 10 (8) 40 (32) 

Note. Percentages may not add to 100 because respondents could indicate multiple ways schools 
use assessment results.  For a sample of this size, the largest estimated standard error for a 
percentage would be 4.4%. 
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Summary of Phase I Results 

Almost all respondents in the administrator sample indicated their school or 

district uses at least one interim assessment, with many respondents indicating use of 

more than one interim assessment.  These measures were administered primarily for 

instructional or remediation purposes and fell into three general categories: assessments 

exclusively targeting reading skills, those focusing only on math skills, and assessments 

that sampled both types of content.  All three types of assessments appeared to be brief 

measures administered relatively infrequently.  Assessments exclusively targeting 

reading skills were the most frequently-reported and exhibited several characteristics that 

distinguished them from both math only and combination-type assessments.  Reading 

assessments tended to be individually-administered, oral instruments scored by classroom 

teachers.  Combination assessments, on the other hand, were more likely to rely 

exclusively on traditional, objective item formats, to be computer-administered, and to be 

scored by someone other than the classroom teacher.  Professional development 

associated with all three types of assessments was quite common, and respondents 

indicated that teachers use assessment results in a variety of ways, including deciding 

what to teach, deciding how to teach, and grouping students.  However, results suggest 

that the potential for formative use of interim assessment results may be limited by a 

variety of factors, including characteristics of the assessments (such as the lack of 

detailed diagnostic information) and teachers’ instructional practices (such as the inability 

or unwillingness to use results for identifying alternative pedagogies). 



93 
 

 

Phase II: Development and Pilot-Testing of Teacher Survey 

Interview Results 

Research Question 6: Suggestions by Topic Area 

Teacher suggestions, questions, and recommendations were catalogued and 

mapped onto the teacher survey, which is included in Appendix F.  These 

recommendations were then categorized according to which section of the survey they 

addressed.  As such, recommendations were also organized roughly according to the 

topic areas corresponding to the different survey sections.  Table 17 reports the frequency 

of teacher suggestions by survey section.  Eighty-five suggestions or recommendations 

were generated from this set of interviews and focus groups.  However, these 

recommendations should not be considered distinct from one another, as some were 

repeats of the same recommendation by different teachers and others were suggestions 

for different items that corresponded to the same underlying issue (e.g., the fact that at 

one school, third- and fourth-grade students were integrated into multi-age classrooms 

presented difficulties for more than one survey item).  As can be seen, more than half of 

the recommendations or suggestions were generated by just two survey sections—Section 

III, Using Assessment Results, and Section IV, Perceptions of the Assessment.  Within 

Section III, the items attracting the most questions or recommendations from teachers 

were items pertaining to rapid availability of assessment results.  For the most part, 

teachers indicated that the problem with these items was the fact that teachers do most of 

the scoring themselves and the survey items appeared to presume that scoring was 

completed by someone other than the classroom teacher (i.e., either automatically scored 

by computer or scored by a third party).  Within Section IV, the items that appeared to be 

most problematic from the teachers’ perspective were items related to the relationship of 

the assessment to the curriculum (either district standards or the teachers’ instruction).  
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These items presented challenges because 1) teachers were often not familiar enough 

with their district content standards to judge alignment, 2) teachers misinterpreted items 

due to a lack of item clarity, and 3) for some teachers, certain features of the assessment 

system made particular items irrelevant.   

Table 17. Frequency of Interview Comments 
by Survey Section 

Theme % 

Section III, Using Assessment Results 28 

Section IV, Perceptions of the Assessment 27 

Section V, Perceptions of School Climate 12 

Section I, Background & Experience 11 

Section II, Assessment Administration 11 

Section VI, Professional Development 7 

Introduction 5 

Total number of suggestions 85 

 
 
 

Approximately 12% of teacher recommendations were directed toward Section V, 

Perceptions of School Climate.  In particular, the item creating the most confusion was an 

item asking teachers whether they had access to needed technology.  Without exception, 

teachers indicated that the problem with this item was that technology was irrelevant to 

the assessment in question, which caused confusion as teachers wondered what type of 

technology was meant.  Just over 10% of teacher recommendations were targeted 

towards Section I, Background and Experience, and/or Section II, Assessment 

Administration.  Within Section I, the item causing the most confusion was the item 

asking teachers if they were “highly qualified” according to Iowa’s requirements.  
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Although the criteria were indicated within the item (a Bachelor’s degree, state teaching 

license, and state endorsements to teach Reading, Math, Science, and Social Studies), 

teachers participating in interviews indicated that it was unclear whether separate 

endorsements for each core subject were necessary or whether an Elementary 

endorsement would qualify.  Within Section II, the items creating the most confusion 

were those asking how often the assessment is administered in the classroom and how 

much student time is spent on each administration.  All three teachers working in multi-

age classrooms (combining third and fourth grades) reported during interviews that these 

items were difficult to answer because the test being used in their school is formatted 

differently for students in grades three and four. 

Fewer than 10% of teacher suggestions were targeted toward Section VI, 

Professional Development, and/or the survey’s introduction, which explained the purpose 

and context for the survey.  For example, a few teachers indicated that they wanted more 

open-ended items in Section VI to allow them to more fully describe their professional 

development experiences and the types of opportunities they would like to receive.  The 

suggestions generated by the introduction were of two types: organization and clarity.  

For example, one teacher requested that the second paragraph of the introduction be 

moved to the top to highlight the purpose of the survey sooner.  Other teachers were 

quick to agree with this suggestion.  As one teacher noted, “I tended to quickly gloss over 

the first paragraph, and the sentence beginning with ‘the purpose of the survey,’ I focused 

back in at that point.”  Another teacher pointed out that the first paragraph of the 

introduction, which mentioned the ITBS and discussed the definition of interim 

assessments, did not make it clear which assessment teachers would be describing.   

Research Question 7: Suggestions by Problem Type 

Teacher suggestions were categorized according to several general types of 

problems: 1) irrelevance of an item or inability to respond due to features of the 
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assessment; 2) irrelevance of an item or inability to respond due to features of the 

classroom or school context; 3) lack of clarity in survey language; 4) missing aspect of 

assessment use; 5) organization of survey content; 6) reference point unclear; 7) 

inadequacy of response options; 8) inadequacy of rating scales; 9) miscellaneous 

comment; or 10) other problem.  Table 18 reports the percentage of teacher suggestions 

falling into each category.   

Table 18. Frequency of Problem Types 

Theme % 

Clarity of survey language 27 

Missing aspect of assessment use 14 

Irrelevance/assessment  12 

Irrelevance/classroom context 11 

Inadequacy rating scales 11 

Inadequacy response options 8 

Miscellaneous comment 8 

Reference point unclear 4 

Unfamiliarity with standards 4 

Organization of survey content 2 

Total number of suggestions 85 

 
 
 

As can be seen, 27% of teacher suggestions related to clarity of the survey items.  

In particular, teachers reported a lack of clarity in several survey items, either due to 

unfamiliar terminology or ambiguity in what the item was asking.  For example, several 

teachers raised questions about the “highly qualified teacher” item, saying the 
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qualifications were not clearly enough described to enable them to answer the question.  

Other terms posing interpretation problems were “pedagogy,” and “assessment tasks.”  In 

both cases, teachers wanted simpler, less technical terms (e.g., “instructional strategies” 

and “problems”).   

Other items appear to have communicated hidden, unintended meanings.  For 

example, the statement “My students are able to use assessment results to recognize areas 

for improvement” was interpreted by one teacher to mean that students could interpret 

results unassisted, as indicators of their own strengths and weaknesses.  As this teacher 

said, “If I laid the test in front of my students, could they look at it and go, I didn’t do so 

well on this?  I don’t think they’re old enough to comprehend how to do that.  So I put 

Strongly Disagree because I don’t think they could do it.”  Another example of an item 

carrying hidden, unintended meanings was the item that read, “The assessment provides 

information that I cannot get from other sources, such as classroom assessments or my 

own observations.”  This item was interpreted by one teacher to mean, “I could not get 

this information from any other source, even if I tried to design my own assessments for 

that specific purpose.”  The item asking teachers to indicate how frequently they use 

assessment results to select alternative pedagogies, which represents an important 

formative use of assessment results, was interpreted by one teacher to mean “teaching to 

the test.”  As this teacher explained, “[items] 36 through 41—teaching to the test—I 

thought that I don’t like to teach to the test and I had to think to myself, ‘am I doing this?’  

But I guess Modify pace and sequence of the curriculum—I had to admit that I do that 

based on what the results of the tests are… I guess it changes how I teach... But for 36, I 

said no.  I don’t think I change how I do anything.  I mean maybe I’ll go back and explain 

something differently, but I don’t think I’ll change my pedagogy.” 

Fourteen percent of teacher suggestions pertained to aspects of assessment use 

that teachers felt were missing from the survey.  For example, one teacher wanted a place 
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to discuss the subjectivity of the assessment’s scoring criteria.  This same teacher also felt 

that her use of assessment results to select guided reading groups was not adequately 

represented by her survey responses.  As she said, “I think something we would be 

missing is we do use the [assessment name] heavily to set up our groups, and I don’t 

know if I mentioned that in the survey, that basically sets up our guided reading, which is 

an hour of our day every day.  And then based on that, the books we’re giving them is 

based on their [assessment name] level.  So we’re telling them to read books based on 

this [assessment name] that we’ve administered.  So it really does impact, influence a 

whole lot.”  Another teacher suggested adding a question asking if teachers “felt 

prepared” to teach the content covered by the assessment.  As this teacher explained, 

“some people struggled this year with some of the grammar things, because their own 

skill sets were limited.”  Thus, perhaps an item asking whether teachers had the necessary 

background knowledge to effectively use assessment results should be added. 

Twelve percent of teacher comments identified an item that was irrelevant or 

otherwise difficult to answer due to certain features of the assessment.  For example, 

teachers who are responsible for scoring the assessment themselves identified several 

items that seemed inapplicable to them, including the item asking teachers how long it 

takes to receive assessment results, whether teachers have access to the exact items 

students were administered, and whether teachers have access to students’ incorrect 

answers.  Another teacher reported that she does not administer the interim assessment to 

her students.  Rather, the assessment is administered in a computer lab by another 

teacher.  As such, this teacher had never seen any of the assessment items and had no 

idea what types of items were used on the interim assessment.  Thus, this teacher felt that 

the survey item asking teachers how frequently they go over assessment results with 

individual students was not relevant to her, because she did not know enough about the 

assessment to impart valuable information regarding students’ strengths and weaknesses.  
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In addition, the item asking teachers whether interim assessment tasks are similar to those 

used on classroom tests was not applicable because the teacher did not know what interim 

assessment tasks look like. 

Eleven percent of teacher comments maintained that certain items were not 

relevant or were otherwise difficult to answer due to features of the school or classroom 

context.  For example, one school combines students from different grade-levels into 

multi-age classrooms.  Teachers from this school reported that they work in classrooms 

with both third- and fourth-grade students.  Several items were difficult for these teachers 

to answer, including how often assessments are administered, how much time each 

administration takes, and whether the teacher feels the number of administrations is 

adequate to track student progress over time.  Each of these items was written as a single-

select question, which made them impossible to answer because the particular assessment 

in question is administered differently to third- and fourth-graders.  Teachers reported 

that, whereas the number of administrations for third-graders was frequent enough to 

permit progress monitoring, the assessment was not administered often enough to fourth-

graders.  Another example of school- or classroom-context barriers to responding was 

related to the use of assessment results in the assignment of letter grades.  One school 

district represented in the interviews does not assign letter grades to students, but uses 

progress reports instead.  Thus, teachers from this district indicated during interviews that 

these items were not relevant to them. 

Eleven percent of teacher suggestions were related to inadequacy of the rating 

scales and/or response options.  The rating scale that proved to be most problematic was 

the scale corresponding to the series of questions on students’ perceptions of the interim 

assessment.  Statements such as “My students enjoy taking the assessment” were 

accompanied by a six-point Likert scale, with options ranging from Strongly Agree to 

Strongly Disagree, and options for No Opinion and Not Applicable.  Several interview 
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participants indicated that these items were difficult to answer because of individual 

student differences in these characteristics.  One teacher suggested changing the scale so 

that it measured the proportion of students within the classroom the statement accurately 

described.  For example, Almost all students, About three-quarters of students, About 

one-half of students, etc.  After this suggestion was made, all subsequent interview 

participants were asked whether this revised scale would be an improvement over the 

original.  All participants responded positively to this suggestion.  Another rating scale 

causing difficulties was the frequency scale for rating teachers’ assessment practices, 

with options ranging from Every single administration to No administrations.  The scale 

did not function uniformly well for all items.  For example, one teacher observed that the 

item related to communicating assessment results to parents was ill-suited to this 

particular scale.  As she noted, “I mean, I do that during conferences, but I don’t  know if 

you would want to have more choices, like do you send them home, do you talk about it 

during conferences, whatever?  Because it’s not most administrations of the test, it’s 

around conference time.  We only do conferences twice a year, so by then I have a pile of 

them.  I put Most administrations because they see the results of all of them, but it 

doesn’t happen after every administration.” 

Eight percent of teacher suggestions were related to inadequacy of the response 

options.  The forced-choice response item attracting the most concern was the item 

asking teachers to select the statement that best describes the way their classes are 

organized.  This item was intended to categorize teachers into four types—self-contained, 

subject specialist, team teacher, or push-out/pull-in instructor.  Teachers indicated that it 

was difficult for them to select only a single option.  As one teacher said, “We are self-

contained, but for like reading and math, our kids walk to reading, so they go to different 

groups.  Even though we all teach reading, we don’t always teach the same kids in 

reading, and math is the same way.  We all teach math, we just don’t always teach the 
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same kids all the time.”  Another teacher said, “I mean number 4, once I read them all I 

understood.  But I could see how you might want to choose more than one.  Like, for 

math we do team-teaching but then they’re self-contained for the rest of the day.  That’s 

not me, but I know other teachers have that.  Some people do reading resource in the 

afternoon and teach self-contained in the morning.”   

Eight percent of participant comments were miscellaneous observations.  For 

example, one teacher, upon reading the survey items asking how frequently she allowed 

her students to score their own or a classmate’s assessment, commented that her initial 

reaction to these items was confusion as to why any teacher would do this.  As she 

explained, “…in the beginning, I thought, who would have their kids score their own 

assessments?  You know, like confidentiality of the kids or like not knowing if they’re 

going to be honest, but then I thought that would make a huge difference when you’re 

looking at them, but it’s also good for the kids because it’s immediate.  You know, like if 

they’re grading their own, it’s immediate feedback, they’re knowing exactly what 

questions they missed right after giving the test as opposed to if I’m correcting, it might 

be a day or two later and it’s not immediate.”  This teacher initially viewed the items as 

irrelevant, but came to understand that having students participate in the assessment 

process might have some instructional value. 

Four percent of teacher suggestions were related to the reference point for survey 

responses.  Specifically, a few teachers indicated that they lost track of which assessment 

they were supposed to be referring to in answering survey items, despite the fact that the 

assessment name was repeated in each set of instructions.  Including the introduction to 

the survey, there were eight separate sets of instructions for completing individual 

sections.  This confusion suggests that some teachers did not carefully read the 

instructions.  Another 4% of teacher suggestions were targeted at a series of items 

regarding the alignment of the interim assessment to district standards and benchmarks.  
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Several teachers indicated that they did not know their standards closely enough to 

answer these questions without going back to look over the standards.  Finally, 2% of 

teacher suggestions pertained to organization of survey content, with the most frequent 

suggestion being reversal of the order of the two paragraphs in the Introduction. 

Research Question 8: Implications for the Measurement of 

Teaching 

Interview results suggest several implications of using a survey to measure 

teachers’ interim assessment practices.  First, results suggest that a survey is not a perfect 

substitute for talking to teachers about their assessment practices.  Interviews and focus 

groups offered teachers the opportunity to clarify the meaning of survey questions and 

the researcher the opportunity to clarify the meaning of teacher responses.  One of the last 

questions asked of teachers during interviews was, “to what extent do you feel your 

survey responses adequately represent how you use interim assessments in the 

classroom?”  For the most part, teachers indicated that they felt their survey responses 

adequately represented their practices.  However, some teachers noted aspects of interim 

assessment use that might be missed.  For example, one teacher remarked, “When I read 

the survey, I didn’t really think about all the other forms of assessment.  I know 

something that we all have to do is running records, which is a less organized assessment 

piece, and I know that wasn’t really reflected in this survey, because we do use them, it’s 

just not a formal piece of assessment.”  Her response suggests this teacher may view 

informal assessments to be more important or more useful to her instruction than the 

formal interim assessment she was asked to discuss.  Another teacher, referring to the 

opportunity to have questions answered by the researcher, said, “I don’t think you’d miss 

out on big pieces, but this is so important for us to make sure we understand the 

language.”   
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Another implication that became clear during the interviews was the extent to 

which teachers’ assessment practices are tied to particular features of the assessment, 

which suggests teacher responses might vary depending on the assessment they are asked 

to describe.  Thus, it might not be possible to talk about teachers’ interim assessment 

practices outside the context of a particular assessment.  This notion is related to the 

argument in the literature on formative assessment that formative use can be facilitated 

by characteristics of the assessments—such as their interpretability, scoring and reporting 

capabilities, and their relationship to the curriculum.  For example, one group indicated 

that their responses to some of the questions might be assessment-specific.  This group 

reported that the interim assessments used in reading were tied to a tightly scripted 

reading program that did not allow flexibility in deciding when the assessments would be 

administered.  Similarly, these teachers indicated that the program was so scripted that 

they did not feel they could go back and reteach elements that students had not mastered.   

On the other hand, the interim assessment being used in math allowed more 

flexibility, thus assessment results in math were used to identify content for reteaching.  

The dependence of teachers’ responses on particular assessment features suggests that if 

this survey were to be administered to a large sample, it would need to be carefully 

customized to the specific assessment context of each school.  Thus, the researcher would 

need to know in advance a fair amount of information about the school’s assessment 

context and features of the assessment.  One possibility would be to construct an item 

pool from which items could be purposefully selected to accord with a given school 

assessment context.  The pieces of information that would be useful to know in advance 

in order to appropriately tailor the survey include: item formats used, details regarding 

assessment administration (what mode, by whom, and where), responsibility for scoring, 

whether the school uses multi-age classrooms (particularly if the assessment differs 
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materially for students of different grade-levels), and teachers’ general level of familiarity 

with the assessment. 

Another lesson learned from the interviews is the need for plain language and 

brevity.  Similarly, results suggest survey items need to be self-explanatory and stand-

alone, as some teachers appear not to read instructions carefully.  This lesson became 

clear when several teachers reported not knowing what assessment they were supposed to 

be describing, despite the fact that the assessment name was repeated in every set of 

instructions (eight times in all).  Moreover, the number of teacher suggestions targeted at 

the clarity of survey language suggests that writing clear, understandable survey items is 

not as straight-forward as it sounds.  Language that appeared to be clear and free of 

jargon caused confusion or was misinterpreted by teachers.     

Teachers may find it difficult to complete surveys as individuals when they work 

closely with their grade-level peers.  Instead, interview results suggest that teachers asked 

to complete surveys may do so in groups, because this gives them the opportunity to 

discuss and compare their answers.  For example, one teacher observed, “We like 

teaming.  This is a strong team that likes talking things over together and trying to be on 

the same page and discuss how we each looked at things.  That might make a difference, 

too.  I liked being able to talk to you guys as I filled it out.”  This tendency of teachers to 

want to complete their surveys as a group suggests that the responses of teachers working 

in the same school are not independent of one another and may not vary much.  While 

some amount of dependence is to be expected, given the fact that assessments and 

professional development opportunities are often coordinated at the school-level, one 

might still expect teachers working in the same school to vary in their assessment skills 

and practices.  However, measuring these practices with a survey might obscure some of 

the variability.   
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Another implication of using a survey to measure teachers’ assessment practices 

has to do with rating scales and their ability to capture variability in teacher behaviors.  

The scale used to rate the frequency with which teachers used certain assessment 

practices was slightly problematic.  First, some teachers reported that it was difficult to 

decide between Some administrations and Most administrations.  This decision was 

particularly troublesome for assessments administered only twice per year.  If a teacher 

used a given practice for one of these administrations but not the other, there was no 

adequate scale option.  Another problem with this scale is that some teachers had trouble 

distinguishing between No administrations, which was intended for teachers who never 

use a given practice, and Not Applicable, which was intended for practices that are not 

relevant to a given school or classroom context.  Teachers indicated they were not sure 

which option they should choose, even though the instructions for this section directed 

respondents to select No administrations if they did not use a practice and Not applicable 

if the practice was not relevant to their school or classroom.  During interviews, teachers 

were asked whether they experienced any difficulty using the frequency scale.  As one 

teacher responded, “I used a lot of Some.   For the most part, it didn’t bother me that 

much.  It’s just now I’m thinking about it, I think, ‘Oh, that could have been Most.”    

Summary of Phase II Results 

Teachers generated several suggestions for improving the clarity of survey 

language, functioning of rating scales and response options, and relevance of survey 

items to their instructional contexts.  One recurring issue that emerged from the 

interviews was the extent to which survey items appeared to presume that someone other 

than the classroom teacher was responsible for scoring interim assessments.  Results 

suggest the need for plain and brief survey language and stand-alone items.  In addition, 

scales for rating the frequency of certain practices or behaviors proved difficult to 

construct.  A scale with several points was initially selected to maximize variability of 
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responses, but teacher feedback during interviews suggested that much of the variability 

in teacher responses could have been measurement error.  Finally, results suggest that 

idiosyncratic features of particular assessment systems or the school or classroom context 

in which they are administered means the survey would need to be tailored to some 

extent in order to be user-friendly and informative.    

Revision of the Teacher Survey 

Teacher suggestions were used to generate a revised version of the Teacher 

Survey, which is included in Appendix G.  A variety of changes were made to the 

Teacher Survey, including revising the introduction, modifying existing items, rewriting 

instructions, replacing rating scales, and adding or deleting items and response options.  

In general, changes were aimed at simplifying language, eliminating jargon, clarifying 

meaning, and communicating more directly.  A few changes were made that applied to all 

sections of the survey.  First, because several teachers reported that they were confused at 

various points during the survey about what assessment they were supposed to be 

describing, the phrase “the assessment” was replaced throughout the survey with 

[assessment name], which could be customized to the specific interim assessment in use 

at each school.  In addition, the phrase “teaching-learning process” was replaced 

throughout the survey with “teaching and learning,” in an attempt to reduce jargon.   

Revision of Introduction and Section I: Background and 

Experience 

The introduction, which was originally two paragraphs explaining the purpose, 

background, and context of the survey, was shortened in response to teacher feedback 

suggesting it did not explain the purpose of the survey quickly enough.  One teacher 

suggested switching the order of the two paragraphs because the second paragraph was 

perceived as providing more direct information about the purpose of the survey.  
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However, in the revised version the first paragraph was deleted entirely, because the 

information it contained did not necessarily enhance teachers’ understanding of the 

survey’s purpose, and in fact, some teachers indicated that the first paragraph raised 

questions about the particular assessment the survey was addressing.   

Section I focused on teachers’ background, educational experiences, and current 

teaching assignment.  Teachers working in multi-age classrooms wanted item number 2 

(TS2) to include an option for multi-age classrooms.  However, this item was left 

unchanged, because multi-age instructors could select more than one grade-level using 

the existing item.  In addition, if the survey were customized according to the school 

context prior to administration, the researcher would already know whether multi-age 

classrooms were an issue.  TS3 was revised in response to one teacher’s observation that 

Language Arts encompasses both reading and writing.  This teacher reported that, 

although he did not perceive himself as being an English teacher, he did see himself as 

teaching Language Arts.  Thus, the separate options Reading and English/Language Arts 

were combined to form one option—Reading/Language Arts, because it is likely that this 

option would work for most Elementary teachers of reading and writing.  TS4 was 

revised due to teacher comments that they found it difficult to choose only one option and 

that the options provided did not describe every possible teaching configuration.  The 

revised version of the item highlighted a few key words in each response option to help 

clarify those options, and also added an “other – please describe” option, with the 

intention that teachers for whom the response options were inadequate would simply 

describe in their own words their specific teaching situation.  Several teachers reported 

that TS6 was difficult to answer because they were confused about the definition of 

“highly qualified teacher.”  Specifically, teachers did not know whether this qualification 

required separate endorsements to teach all individual subjects or if an elementary 

teaching endorsement would suffice.  Thus, the wording of this item was changed to 
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make it clear that teachers holding an elementary teaching endorsement would be 

considered “highly qualified.”   

Revision of Section II: Assessment Administration 

Due to teachers’ difficulties in using the frequency rating scale, this scale was 

modified in each section of the survey in which it appeared, beginning in Section II, 

which focused on assessment administration.  Instead of indicating how often they used a 

given practice, teachers were asked to indicate whether they used the practice the last 

time the assessment was administered.  It was hoped that this question would elicit less 

measurement error than the five-point frequency scale used in the original survey.  TS15 

was changed to read “How often is [assessment name] administered to your students?” 

because one teacher had indicated that she does not administer the assessment to her own 

students.  In addition, an additional response option, “Once every three weeks,” was 

added in response to one teacher’s suggestion.  One teacher reported that students were 

allowed to take as much time as they needed to complete the assessment; thus, TS16 was 

changed to read, “How much time does your typical student spend on each administration 

of [assessment name]?”  Finally, although one teacher indicated TS17 was difficult to 

answer because the decision about when to administer the assessment was jointly made 

by district and building administrators, this item was left unchanged, because the item 

included an “other” option, and the teacher reported that she had used this option.   

Revision of Section III: Using Assessment Results 

In Section III, which was focused on using assessment results, one teacher 

interpreted TS22, which reads, “Go over results, including strengths and weaknesses, 

with individual students,” to mean “pumping students up” and encouraging competition 

among students.  Thus, this item was modified to read, “Go over results, including 

growth and areas for improvement, with individual students,” with the intention of 
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eliminating any suggestion of teachers using results to spur competition among students.  

One teacher who does not get to see assessment items reported that she did not have 

enough information to provide feedback about strengths and weaknesses to individual 

students.  She was unsure how to respond to the item.  However, there were no other 

changes made to this item, because there are other opportunities in the survey to indicate 

the inadequacy of the assessment information provided, and the purpose of this item is 

simply to assess whether teachers communicate assessment results to individual students.  

Several teachers reported that TS23, which reads, “Go over results, including strengths 

and weaknesses, with parents,” was difficult to answer because assessment administration 

does not necessarily coincide with parent-teacher conferences, which is the primary mode 

for communicating assessment results to parents.  Thus, this item was deleted from the 

revised version of the survey, and an open-ended item was added that reads, “In what 

ways (if any) do you share [assessment name] results, including growth and areas for 

improvement, with parents?” 

Several teachers reported that they do their own scoring, which presented 

problems for a few items in Section III that seemed to presume assessments were scored 

by someone other than the classroom teacher.  TS26 (which asks how long it takes to 

receive assessment results), TS27 (which asks whether teachers have access to the exact 

items students were administered), and TS28 (which asks whether teachers have access to 

students’ incorrect answers), were all difficult to answer for teachers who score their 

students’ assessments.  On the revised survey, a question was added that asks teachers to 

indicate who is responsible for scoring the assessment.  Teachers who indicate that they 

score the entire assessment are directed to skip questions 26-28.  Teachers who report 

that at least part of the assessment is scored externally are asked to respond to questions 

26-27, referring only to the part of the assessment that is externally scored.   
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TS29 and TS30 asked teachers whether and how assessment results were used to 

assign student grades.  A few teachers from one district reported that their district does 

not assign letter grades.  Rather, the district communicates student performance to parents 

through formal reports that describe students’ strengths and areas for needed 

improvement.  In addition, one teacher interpreted the phrase “student grades” in TS29 

and TS30 as “grade levels” rather than “letter grades.”  Thus, these items were revised.  

The phrase “used in the assignment of student grades” was changed to “used in the 

assignment of student letter grades or proficiency status on formal report cards.” 

One teacher reported that she did not understand the meaning of TS31, which 

reads, “Aligning instruction more closely to tested content/skills by adding tested 

elements or deleting untested elements.”  The intent of the item was to determine whether 

teachers attempt to match the content of their instruction to the content represented on the 

test—what some might call “teaching to the test.”  Thus, this item was modified for the 

revised version of the survey to read, “Aligning instruction more closely to [assessment 

name] by increasing emphasis on tested content or decreasing emphasis on un-tested 

content.”  TS36, which originally read, “Selecting alternative pedagogies” was changed 

to read, “Selecting alternative teaching strategies” in response to one teacher’s complaint 

that “pedagogies” was too academic.  TS38, which originally read, “Disseminating and 

discussing individual student results with other teachers and support staff to coordinate 

instructional efforts,” was problematic from two perspectives.  First, one teacher did not 

understand what was meant.  Second, another teacher indicated his response depended on 

the student—for example, he discussed assessment results with other teachers for some 

students, but not all.  Thus, this item was revised to make it simpler and easier to answer.  

The revised version of this item reads, “Discussing some students’ results with other 

teachers or support staff to coordinate instruction.”   
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One teacher suggested adding an item to this section about communicating 

assessment results to parents for the express purpose of encouraging them to help their 

child practice needed skills at home.  Thus, in the revised version of the survey, an item 

was added that reads, “Communicate with parents about helping students get extra 

practice at home.”  Another teacher suggested adding an item about using assessment 

results as the basis for a student review, but it was unclear how this would differ 

conceptually from TS32, “Identifying content/skills for re-teaching.”   Thus, a separate 

item was not added because of the potential for confusion about the difference between 

reviewing and re-teaching.  

Revision of Section IV: Perceptions of the Assessment 

Section IV related to perceptions of the assessment.  One group of teachers 

reported that they found it difficult to answer TS44 through TS47 because they felt the 

pace of their school-year was so rushed that they did not have enough time to use results 

for identifying student strengths and weaknesses and targeting instruction.  However, 

they felt the assessment did provide important information.  Because the intent of these 

items was to gauge whether teachers perceived the assessment as providing information 

that could be useful to their instruction, not to assess whether teachers were actually 

diagnosing student weaknesses and targeting instruction, this set of four items was 

modified in the revised version of the survey.  Thus, the phrase “given adequate time” 

was added to the beginning of each item stem.  TS48, which reads, “The assessment 

provides information that I cannot get from other sources (e.g., classroom tests or 

assignments, my own observations),” was interpreted by one teacher to mean that the 

assessment provides information that the teacher could not get, even if he had time to 

design his own assessment for that purpose.  The intent was to determine whether the 

interim assessment provided information that usefully supplemented other information 

sources, such as the teachers’ own classroom assessments and assignments.  Thus, this 
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item was revised to read, “[Assessment name] provides information that I currently do 

not get from other sources (e.g., classroom tests or assignments, my own observations).”   

Several teachers pointed out that respondents might not be familiar enough with 

their district’s content standards to answer TS49, which reads, “The assessment contains 

some content and skills not included in district content standards.”  The intent was to 

determine whether teachers perceived the assessment as coordinating with and 

corresponding to their curriculum.  Thus, this item was modified to read, “[Assessment 

name] is closely aligned to my school’s curriculum.”  Accordingly, TS50, which reads, 

“The assessment leaves out important content and skills that are included in district 

content standards,” was deleted from the survey, as this item simply reflected the obverse 

of TS49.  TS51, which states, “The assessment is closely aligned to my instruction,” was 

interpreted by one teacher to mean “teaching to the test.”  The intent was to assess 

whether teachers perceived the assessment as being relevant to their instruction.  Thus, 

this item was revised to read simply, “[Assessment name] is relevant to my instruction.”   

One teacher suggested that the word “tasks” in TS52 be replaced with the word 

“problems.”  Thus, TS52 was modified to read, “The questions on [assessment name] 

resemble the types of questions or problems I use on classroom assessments or 

assignments.”  The same item caused one teacher to point out that she does not get to see 

the actual items used on the assessment.  As such, she did not know how similar they 

were to her own classroom assessments and assignments.  Thus, the survey instructions 

were modified to read, “If you don’t know or have no opinion, select ‘No Opinion.’”  The 

issue of whether teachers have access to the exact items students are administered is an 

important one from a learning perspective, as it is very difficult to interpret student scores 

without having some idea what items look like and what kinds of errors students are 

making.  Changing survey instructions in this way would presumably mean that teachers 

with no opinion on the issue would no longer be distinguishable from those who could 
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not answer the survey question because of limitations in the assessment (i.e., limited 

access to important assessment information).  However, this teacher explained that she 

had indicated elsewhere on the survey that she did not have access to assessment items 

when interpreting scores.  Thus, this important piece of information was captured on the 

survey. 

In designing the assessment, an attempt was made to create multiple indicators for 

particular constructs in recognition of the measurement error associated with single 

indicators.  Thus, to the extent possible, at least two items were written to represent 

particularly important ideas.  For example, as indicated in Table 4, three items were 

written to represent opportunities for self- or peer-evaluation, seven items were written to 

represent provision of feedback, six items were written to represent the relationship of the 

assessment to the curriculum (both content standards and instruction), etc.  However, the 

survey was also intended to be brief, requiring thirty minutes or fewer, and the original 

version of the survey contained eighty-two items and took interview participants an 

average of thirty-five minutes to complete.  Moreover, one teacher pointed out items that 

were very similar to one another, suggesting that redundant items should be eliminated.   

Thus, in order to respect teachers’ time and make the survey more efficient, a few 

items originally written to be multiple indicators were reduced to single indicators.  For 

example, TS54 (which reads, “The assessment takes too much valuable instructional 

time) was deleted because of its similarity to TS43 (which states, “Administering the 

assessment causes an interruption to my regular instruction”).  Similarly, as explained 

before, items 49-51, which were originally designed to reflect the relationship of the 

assessment to the curriculum (either the district’s content standards or the teachers’ actual 

instruction) were completely revised, producing two new items (“[Assessment name] is 

closely aligned to my school’s curriculum” and “[Assessment name] is relevant to my 

instruction”). 
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TS56, which reads, “The timing of test administration coincides with my regular 

instructional cycle,” prompted one group of teachers to explain that their reading program 

is so scripted, they do not get to decide their own instructional cycle.  The intent of the 

item was to determine the extent to which teachers perceived the assessment as being 

administered at the optimal time for informing their instruction.  Thus, this item was 

revised to read, “The timing of test administration is designed to support my instruction.”  

One teacher suggested adding an item to this section reflecting whether or not the teacher 

felt comfortable teaching the content on the assessment.  As this teacher observed, “Some 

people struggled this year with some of the grammar things, because their own skill sets 

were limited.  Would it be relevant to ask did you feel prepared to teach the material?”  

This idea is closely related to an issue raised in the literature on formative assessment—

the role of teacher knowledge in formative use of assessment results.  Specifically, it was 

hypothesized that effective formative use of assessment results would require adequate 

teacher knowledge of the domain (Cowie & Bell, 1999; Heritage, 2007).  Thus, on the 

revised version of the survey an item was added to this section that states, “I am 

comfortable teaching the content on the [assessment name].” 

One teacher reported that she wanted a place to discuss how important results 

were to her instruction.  This teacher explained that results are used to assign guided 

reading groups that meet for an hour every day, as well as to select the leveled texts used 

by each group.  Thus, an item was added to the section that reads, “[Assessment name] is 

critical to my instruction.”  Although this teacher indicated wanting a place to discuss the 

importance of the assessment to her instruction, an open-ended item devoted specifically 

to the use of the assessment for guided reading groups was not added.  First, there were 

already several items asking teachers whether they used assessment results in the 

grouping of students.  Moreover, there were also several open-ended items in the original 

survey asking teachers to describe how they use assessment results and to indicate the 
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most and least useful aspects of the assessment.  Thus, it was felt that there were existing 

opportunities for teachers to provide such information.   

Section IV also included a series of items asking teachers to rate their agreement 

with a number of statements describing their students’ perceptions of the assessment.  

The rationale for including these items was as follows: an important part of formative use 

is the quality with which feedback about assessment results is provided to students.  

Research suggests that certain feedback qualities are particularly likely to motivate 

students to improve their own performance, including goal orientation that emphasizes 

learning over performance goals, emphasis on specific aspects of the task rather than 

qualities of the student, focus on an individual student’s progress rather than on 

performance relative to peers, and communication of concrete strategies for 

improvement.  Instead of directly asking teachers whether their feedback to students 

exhibited these qualities, it was thought that a better way to measure feedback 

characteristics was to take an indirect tack.  It was assumed that teachers would recognize 

the “right” answers (i.e., socially desirable responses) and respond accordingly, whether 

or not the statements accurately described their feedback practices.  Thus, these items 

asked teachers how their students felt about the assessment.  For example, if students did 

not appear to enjoy taking the assessment, were not motivated to improve their 

performance, did not feel their performance represented their real abilities, or felt bad 

about their assessment performance, this would suggest that teachers were not creating an 

appropriate assessment environment in the classroom, which includes effective feedback.     

Results from the interviews indicated that these items needed revision.  First, 

several teachers indicated the agreement scale did not work well with the items because 

individual student differences made it difficult to agree or disagree with a general 

statement about their students.  In addition, some of the item stems were objectionable to 

teachers.  For example TS61, which states, “My students enjoy taking the assessment,” 
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was opposed on a variety of grounds.  One teacher asked whether students truly enjoy 

taking any assessment.  Another teacher pointed out that teachers do not know whether 

students enjoy taking the assessment because enjoyment is not observable.  This teacher 

suggested changing the wording of this item to “students are engaged in the assessment” 

or “students try their best” because the teacher can observe these qualities.  In addition, 

discussions with teachers indicated that a more direct approach to assessing the quality of 

teachers’ feedback might work better.  Teachers did not appear to be shy about revealing 

that they used or did not use a variety of practices, even those that might be considered 

desirable (“selecting alternative pedagogies”) or undesirable (“aligning instruction more 

closely to the test”) within the educational research community.  Thus, TS61-TS66 were 

deleted and replaced with a series of items designed to more directly assess teachers’ 

feedback practices.  However, because the new items were relevant to use of assessment 

results rather than perceptions of the assessment, these items were moved to Section III 

on the revised version of the survey.  The new items ask teachers to rate their agreement 

with a series of statements about their feedback practices: 

• When talking to my students about their academic goals, I am more likely to 

emphasize learning than [assessment name] scores 

• When discussing [assessment name] results with my students, I am more likely to 

emphasize aspects of the questions or problems (e.g., showing work, sounding out 

unfamiliar words) than characteristics of the student (e.g., effort, persistence) 

• When discussing [assessment name] results with my students, I am more likely to 

describe their performance relative to the other students in the class than to 

describe their performance on its own terms 

• When communicating [assessment name] results to students, I tell them concrete 

strategies they can use to improve 
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Revision of Section V: Perceptions of School Climate 

Section V pertained to teachers’ perceptions of the supportiveness of their school 

climate.  TS67 was almost universally criticized because teachers did not know what kind 

of technology was implied.  The intent of the question was to determine whether teachers 

administering assessments by computer had the necessary technology to administer the 

assessment and access assessment results.  However, because most of the teachers 

participating in interviews indicated they do at least some of their own scoring, this item 

was confusing to many.  Thus, the item was revised to read, “I have access to the 

technology I need to effectively implement [assessment name] (e.g., a computer to 

administer [assessment name] or access results).”  One teacher reported that she wanted 

an open-ended follow-up to TS68, which reads, “I have enough time to thoroughly 

review and interpret assessment results” because “it was so far from the truth.”  However, 

there was already an open-ended item at the end of this section asking teachers to 

describe the most significant barriers to their use of assessment results to improve 

teaching and learning.  Thus, an additional item was not created.   

TS69 and TS70 asked teachers the extent to which there is scheduled time for 

them to re-teach elements that students have not mastered and meet with colleagues to 

discuss and interpret results.  Teachers in one group indicated that, although there is no 

time set aside for these activities, they do them anyway.  They felt these questions should 

be modified to reflect the possibility that teachers were taking their own time to complete 

these activities.  However, the purpose of the items was to assess whether teachers had 

the institutional supports, including scheduled time, to formatively use assessment 

results.  Thus, the items were not modified.  Another group of teachers reported that they 

had scheduled time for these activities, but they wanted more time.  Thus, two questions 

were added to this section asking if teachers needed additional time for re-teaching or 

meeting with colleagues to interpret results.  One teacher felt TS70 and TS71 were too 
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similar.  However, these items were left unchanged, since they are intended to tap two 

distinct ideas: whether teachers have scheduled time to meet with peers to discuss and 

interpret assessment results (i.e., determine the meaning of results), and whether teachers 

are actively encouraged by administrators to meet with their colleagues and collaborate 

on ideas for re-teaching areas of the curriculum that students have not mastered (i.e., 

engage in instructional planning based on results).  Finally, one teacher wanted TS71 to 

be split into two separate items—one regarding collaboration with colleagues and one 

regarding re-teaching.  She indicated that she is encouraged to collaborate, but not 

necessarily on ideas for re-teaching.  However, this item was left intact because 

collaboration amongst teachers was only relevant to this portion of the survey insofar as it 

was focused on interpretation (which was already reflected in TS70) or instructional 

planning. 

Revision of Section VI: Professional Development 

Section VI was focused on PD.  Several teachers reported that TS73 did not 

emphasize the focus of the PD enough.  They recommended highlighting or underlining 

the phrase “interpreting and/or using the results of [assessment name].”  Thus, the revised 

version of the survey emphasizes this phrase with bold letters.  The response options for 

TS74 were inadequate for several teachers, who received PD from other teachers in their 

school or district.  Thus, an option was added for “another teacher.”  On TS75 and TS81, 

one group did not understand the difference between administering the assessment and 

preparing students to take the assessment.  Given the very small percentage of 

respondents to the Administrator Survey who indicated that PD was offered on the topic 

of preparing students for testing, and given that this aspect of interim assessments was 

not necessarily emphasized in the literature, this option was eliminated for both items.  

TS77 asked teachers to indicate whether the PD they received was effective.  One teacher 

indicated that PD was initially effective, but the effect did not last once she was back in 
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her classroom.  Thus, an item was added that asked teachers whether there was any 

follow-up to the PD they received or whether their practices were otherwise reinforced 

once they returned to their classrooms.  Finally, one teacher requested an open-ended 

follow-up question to the survey section on PD where teachers could describe the types 

of PD activities that would be most useful to them.  Thus, the revised version of the 

survey includes an open-ended follow-up on desired PD activities. 
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CHAPTER V. SUMMARY AND DISCUSSION 

The purpose of this study was to explore interim assessment use in Iowa 

elementary schools for the purpose of identifying student strengths and weaknesses, 

tracking student progress toward proficiency, identifying students for targeted remedial 

instruction, or predicting performance on the assessment used to satisfy NCLB 

accountability mandates.  Research identifies several factors that may facilitate formative 

use of assessment results, including characteristics of the assessments, certain 

instructional practices, and institutional supports.  In order to investigate these factors, 

two surveys were constructed: one intended for school administrators and one intended 

for teachers.  The administrator survey was administered to Iowa elementary 

administrators and collected information regarding the types of assessments administered, 

as well as details of assessment administration.  The teacher survey focused on use of 

particular instructional practices before, during, and after assessment administration.  A 

subset of the schools responding to the administrator survey were contacted to identify 

teachers to participate in individual or group interviews targeted at pilot-testing and 

refining the teacher survey.  Teacher suggestions were used to modify the teacher survey 

to make it clearer, easier to understand, and more relevant to teachers’ instructional 

contexts.  This chapter summarizes the results of the study, discusses implications of the 

results, explains the limitations of the study and lessons learned, and explores directions 

for future research.  

Summary of Results 

Administrator Survey 

Interim assessments were immensely popular among survey respondents, with 

almost all respondents indicating they use at least one, and most indicating use of more 

than one interim assessment, although it should be noted (and will be discussed in more 
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detail in the Limitations section) that users of interim assessments are probably over-

represented among respondents given the tendency to self-select.  These assessments fell 

into three categories: those exclusively targeting reading, those focusing only on math, 

and assessments that sampled both reading and math content.  The largest share of these 

assessments was targeted exclusively at reading, despite the fact that some have 

suggested the domain of math is more amenable to targeted remedial instruction.  Most 

schools appeared to be using these assessments for instructional and remediation 

purposes, although a non-negligible proportion of respondents indicated results are used 

to predict or forecast student performance on the ITBS.   

The assessments identified as the “most important” to respondents looked quite 

different across the three subject areas.  Reading assessments were brief measures 

consisting primarily of performance and supply-type items, which tended to be 

administered orally to individual students.  Math assessments were also relatively brief, 

computer-administered measures utilizing a variety of item formats.  Assessments 

targeting both reading and math were more lengthy, computer-administered measures 

consisting primarily of traditional multiple-choice items.  All three types of assessments 

were administered relatively infrequently, with results available within, at most, one 

week.  Whereas most of the reading and math assessments were scored by classroom 

teachers, the vast majority of the combination assessments were scored by someone other 

than the classroom teacher.  Accordingly, combination assessments appeared to offer 

more elaborate score reports, expressing student performance in a number of ways.  

However, detailed diagnostic information that would facilitate formative use of results 

was not widely available for these assessments, with only a small percentage of 

combination assessment systems providing item-level data. 

Professional development associated with these interim assessments was quite 

common.   This training involved several types of participants and focused on a variety of 
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topics, with perhaps the widest variety of PD topics associated with reading assessments.  

Respondents indicated that teachers use assessment results for a variety of formative 

purposes, including identifying content and skills for re-teaching, selecting leveled 

instructional materials, modifying the pace or sequence of the curriculum, targeting 

instruction to ability-grouped students, coordinating instructional efforts with colleagues, 

grouping students within the classroom, and identifying students for remedial instruction 

or one-on-one tutoring.  Yet fewer respondents indicated that teachers use results to select 

alternative pedagogies, which is arguably one of the most critical aspects of formative 

use.  Finally, respondents indicated that assessments were being used for a variety of 

purposes other than the improvement of instruction or the prediction of student 

performance on the ITBS, including continuing evaluation of the curriculum, parental 

communication, and evaluating recent curricular or organizational changes.        

Teacher Interviews 

Most of the teacher suggestions for improving the survey gleaned during 

individual or group interviews were targeted at sections on using assessment results or 

perceptions of the assessment.  Teachers identified a number of problems with the 

survey, including a lack of clarity in survey language, missing aspects of assessment use, 

irrelevance of particular items due to specific features of the assessment, irrelevance of 

particular items due to features of the school or classroom context, and inadequacy of 

rating scales and response options.  Teachers identified several areas of the survey where 

the language could be simplified or clarified.  They also identified aspects of their school 

or classroom context or features of the assessment that made certain items problematic.  

For example, a number of teachers were responsible for their own scoring, which raised 

problems for several survey items that appeared to presume assessments were scored 

externally.  Another issue causing problems for multiple survey questions was that one 

group of teachers was responsible for multi-age classrooms, combining third- and fourth-
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grade students.  Complicating the issue was that the assessment they described had major 

differences across third- and fourth-graders in the number of annual administrations, time 

spent per administration, and item formats, which made it impossible for these teachers to 

adequately respond to single-select survey items. 

Interview results suggested the need for plain and brief survey language, as 

teachers appeared to skim or even skip over instructions.  Similarly, results suggested 

survey items needed to be stand-alone and self-explanatory.  Frequency rating scales 

were problematic: the difference between “Not Applicable” and “No Administrations” 

was unclear, respondents found it difficult to decide between “Some Administrations” 

and “Most Administrations,” and it is unknown whether the scale would have produced 

enough variability in responses to usefully discriminate among gradations of quality in 

formative use.  Results suggest that the survey needs to be tailored to a particular 

assessment or school context because unique features of the assessment or school setting 

might make certain items and sections irrelevant.  At the very least, it would be helpful to 

know whether teachers are in multi-age classrooms and, if so, whether the assessment 

differs materially across students in those classrooms.  In addition, if teachers do their 

own scoring, an optional set of items pertaining to the scoring rubric could be included 

and other questions related to features of score reports, for example, could be deleted.   

Although these insights were used to construct a revised version of the teacher 

survey, interview results suggested that no survey is a perfect substitute for talking to 

teachers about their assessment practices.  Interviews provided opportunities for teachers 

to ask questions and clarify the meaning of survey language and opportunities for the 

researcher to ask follow-up questions and clarify the meaning of teacher responses.  

Further, as pointed out in the literature on the measurement of teaching, determining 

whether or not a teacher uses a given instructional practice is not the same thing as 

measuring the quality with which a teacher uses the practice.  Nevertheless, interviews 



124 
 

 

are time-consuming and costly, and inexpensive methods are needed to obtain 

information about teachers’ assessment practices from large samples of teachers in an 

efficient manner.  The teacher survey developed and refined in this study could be used 

by schools to examine implementation of formative assessment practices, evaluate the 

effects of new interim assessments on teachers’ assessment practices, and identify areas 

for needed PD.  Discussions with interview participants suggested that the best way to 

administer this survey is in-person.  More than one teacher group suggested that the 

researcher visit the school, explain the survey, distribute it to teachers to complete at the 

same time, and answer any questions.  Interview results suggest administering the survey 

in this way would accomplish several things: 1) increase teacher buy-in and improve 

response rates and the quality of written responses, as teachers would be more likely to 

put forth a good faith effort, 2) provide opportunities for the researcher to clarify 

misunderstandings and explain any survey terminology that was unclear, and 3) ensure 

teachers were completing the surveys independently rather than as a group.  Moreover, 

teachers indicated they were interested in survey results, and wanted the researcher to 

share the results both with teachers and with school administrators once analysis was 

complete. 

Discussion and Implications 

A variety of interim assessments are being administered in participating schools 

and results are being used to fulfill a variety of purposes: instructional, evaluative, and 

predictive.  These assessments vary widely in terms of item formats used, administration 

mode, and scoring.  Assessments being used for reading appear to be the most amenable 

to instructional purposes, including formative use, due to several features of the 

assessments: item formats provide more opportunities for disclosure of student 

misconceptions and learning errors and many teachers are responsible for scoring their 

students’ assessments.  Together, these features mean teachers are more familiar with 
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quality criteria and scoring rubrics than teachers who are not involved with scoring and, 

as a consequence, have access to the types of item-level data that facilitate diagnosis of 

students’ stumbling blocks.  Moreover, teachers participating in interviews suggested that 

the interim assessments administered in reading were closely related to both the 

curriculum and to their own instruction, as results were used to select leveled 

instructional materials and to group students within the classroom for targeted reading 

instruction.   

On the other hand, interim assessments sampling both reading and math content 

appeared to be least likely to facilitate formative use of results, primarily due to several 

assessment features (item formats, administration features, and scoring and reporting 

characteristics).  For example, these assessments used multiple-choice item formats that 

did not provide as much disclosure of students’ thinking processes as those used on 

reading assessments, tended to be scored externally, and tended not to enrich score 

reports with item-level data that could be used diagnostically.  The only teacher 

participating in interviews to reference a “combination” assessment reported that she 

does not administer this measure to her own students.  Rather, this assessment is 

administered in the computer lab by another teacher in her school.  As such, this teacher 

had never seen any of the items on the assessment (and thus had less information with 

which to interpret student scores) and indicated that score reports did not provide enough 

detailed information about student performance to enable her to give students high-

quality feedback regarding strengths and areas for improvement.  Thus, combination 

assessments appear to lack many of the features hypothesized to facilitate formative use 

of results.  

It is possible that combination assessments are not meant to be used for formative 

purposes.  Indeed, around three-quarters of “combination” respondents reported that their 

school or district administers the assessment, at least partially, in order to satisfy the 
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“multiple measures” requirement, which is intended to facilitate comparisons of Iowa 

students with other students in the nation.  Researchers have noted that school 

administrators who hope to maximize the value that can be made of a single assessment 

often attempt to use one instrument to satisfy several purposes.  Survey results suggest 

this strategy may not be successful, as the characteristics that make an assessment an 

appropriate tool for comparing Iowa students to their peers in other states do not 

necessarily facilitate formative use of assessment results.   

Although results for the “reading only” interim assessments suggest several 

factors likely to support formative use of results, these results should be interpreted 

within the context of current reading assessment requirements in the state of Iowa.  First, 

several of the schools participating in the administrator survey are identified as Reading 

First schools.  Reading First is a federal program providing funds to low-performing, 

high-poverty districts for research-based literacy instruction.  In the state of Iowa, 49 

districts were designated as Reading First recipients as of 2006.  These funds are used to 

provide professional development, purchase and implement literacy materials with 

evidence supporting their effectiveness in improving literacy of K-3 students, and 

identify, purchase, and administer reading assessments for screening or diagnostic 

purposes.  Thus, interim assessments being administered in the area of reading within 

recipient schools are most likely occurring in the context of the Reading First program.  

Furthermore, because the focus of Reading First is early identification and remediation of 

struggling readers in grades K-3, teachers in participating schools may be more likely 

than teachers in other schools to make formative use of interim assessment results.  Of 

the 139 respondents to the administrator survey indicating use of interim assessments, 25 

(or 18%) were working in schools designated as Reading First (RF) recipients.  Of these 

RF participants, 14 (56%) identified the Basic Reading Inventory (BRI) as the “most 

important” assessment administered by their school for the purpose of improving 
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teaching and learning.  The BRI is, in fact, one of three assessments mandated by the 

state for RF participants to track student progress toward proficiency in reading.  Thus, 

the types of institutional supports in place for Reading First schools, including funding to 

support professional development activities, are not necessarily typical of the supports 

likely to exist at other schools implementing “reading only” interim assessments.  

Prospects for formative use of interim assessment results at schools that do not receive 

Reading First support may not be as favorable. 

Second, state requirements mandate the administration of a diagnostic reading 

assessment to all students in grades K-3 at least twice a year.  It is possible that some of 

the assessments described by administrator survey respondents are administered in order 

to satisfy this requirement.  However, fewer than 10% of the “reading only” assessments 

were administered exclusively to students in grade 3.  Rather, around three-quarters of 

these assessments were administered to students in grades 3, 4, and 5.  Thus, it seems 

likely that schools are using “reading only” interim assessments both to satisfy diagnostic 

assessment requirements and to monitor and improve student progress in reading.  

Because of this functional overlap, it makes sense that “reading only” assessments would 

possess many of the characteristics hypothesized to facilitate formative use, such as 

performance-type items that disclose students’ weaknesses.  

Despite widespread use of a variety of interim assessments among study 

participants, however, results suggest that the potential for formative use is still limited.  

First, survey results indicate that teachers have little autonomy for deciding when interim 

assessments are administered.  Most respondents reported that decisions about when to 

administer the assessment are typically made at the district and/or school level.  Interview 

results underscore the conclusion that teachers have little autonomy to select interim 

assessments that will inform their instruction, schedule assessment administration at a 

time that is convenient for them, or modify their pacing of the curriculum based on 
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assessment results.  One group of teachers questioned the selection of the reading 

assessment used at their school, explaining that they wanted to know what factors went 

into its selection over some other assessments they felt might be better suited.  At this 

school, teachers taught in multi-age classrooms that combined third- and fourth-grade 

students.  The interim assessment at this school appeared to be a complete mismatch to 

this aspect of classroom instruction, as specific features of assessment administration 

differed materially for students in third- and fourth-grade.  For example, some of their 

students were assessed only twice per year, whereas others were assessed three or more 

times.  Some of the students completed a writing section, whereas the other group did 

not.  Thus, an assessment ostensibly selected to facilitate instructional decisions was 

ultimately ill-suited to this particular classroom context, suggesting its limited potential 

for formative use.  Another group of teachers indicated that their school’s reading 

program, which accompanied the interim assessment in reading, was so tightly scripted 

that they did not have control over their own instructional cycles and did not have enough 

time to re-teach areas of the curriculum that students did not master.  As one teacher said, 

“In reading there’s no flexibility...and it’s already all scripted out for next year, too.  

Which there’s the negative to that, that it’s very hard to do and then you don’t get to do 

the remedial things you want.”  When teachers do not have the opportunity to provide 

input into assessment selection and timing of assessment administration and subsequent 

instructional activities, assessment results become less relevant to their instruction and 

the prospect of formative use fades.   

Some have argued that the most challenging aspect of formative assessment, and 

the aspect requiring the most support and training, is knowing how to modify instruction 

in response to results.  Both survey and interview results support this conclusion.  Survey 

respondents indicated that teachers use assessment results in a variety of ways, such as 

identifying content for re-teaching and grouping students for targeted instruction.  
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However, few respondents believed teachers were using results to select alternative 

pedagogies, which is the hallmark of formative use.  Similarly, teachers participating in 

interviews suggested that modifying instruction is the aspect of their training that is still 

lacking.  Teachers uniformly reported that they wanted more PD, particularly targeted at 

interpreting results and knowing how to modify their instruction in response.  As one 

teacher explained, “There’s so many levels of interpretation.  What score did your student 

get is one level—we don’t get to touch the, ‘what do we do about the score?’  That’s 

what we’re moving to next year…that’s the important part.  We needed more time to plan 

the implementation piece of it.  We know that there’s a problem, now what are we going 

to do with that?” 

Another factor likely to impact formative use is teacher knowledge—knowledge 

of the content domain, pedagogical knowledge, and assessment literacy.  Interview 

results suggest teachers were not uniformly assessment literate.  Some teachers 

participating in interviews perceived assessment as a totally separate function from 

instruction.  A few seemed mystified by the idea that assessment could serve an 

instructional purpose.  While discussing provision of feedback to students, one teacher 

said, “I do the result, but they really don’t know what the results are.  I don’t want them 

to get in this competition or feeling bad, so I don’t give them the feedback.  I just give 

them a pumping up talk before they do it [the test].”  This remark suggests this teacher 

did not see the assessment as providing information that could support valuable feedback 

to students.  On the other hand, a few teachers suggested assessment results were allowed 

to impact instruction too much, with one teacher remarking, “The comment has been 

made several times that assessment does drive our instruction, but we are inundated with 

assessments,” and another concurring, “There’s only so much time, if you take it that this 

[test] must be important, this must be what they want them to learn from, so that’s what 

you’re going to focus on.”   
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Other teachers had a more sophisticated understanding of assessment and its role 

in instruction.  For example, one teacher, remarking on the experience of participating in 

the interview, said, “It made me really think about some of the stuff that I don’t really do 

with my kids that I should be doing.  That was good!   Like going over the strengths and 

weaknesses with individual kids.  I don’t do that, but I think it would be very beneficial, 

given the time, that I would do that with each kid…that would be huge for kids, to know 

what they’re really good at.  You know, giving them a score, that’s just one thing, but if 

you say, ‘you’re really good at this, but we need to work on this’ after each assessment 

would be huge if I did it.”  Another teacher indicated she had recently experimented with 

letting her students score a classmate’s assessment.  Asked to explain why she wanted to 

do this, the teacher said, “Well, I have trouble scoring them when they’re more 

subjective.  Every unit has an open response question.  They’ll give you a question or a 

problem and you have to really explain in words, show pictures, show numbers, what you 

did.  And it’s hard for me to tell if they’ve explained it well enough.  They got the right 

answer, but did they explain it, do I understand their thinking behind the answer?  I don’t 

just want them to have the right answer, I want to see how they got it.  I had them take 

them in small groups or with partners, just to mix them up.  But I wanted to see how they 

would judge them.  I had them write notes about why they assigned that score, just for me 

to see.  They liked doing it, they enjoyed it.  It’s kind of something different to see what 

their classmates are thinking.”  Each of these teachers was able to articulate a rationale 

for an aspect of formative use—providing individualized feedback in the former and peer 

evaluation in the latter—revealing a depth of understanding not shared by other teachers. 

One unanticipated factor in formative use was the perceived subjectivity of 

scoring rubrics used to score interim assessments.  Teachers participating in interviews 

indicated that both reading and math assessments were at least partially scored by the 

classroom teacher, and both types of assessments involved the application of scoring 
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rubrics that teachers frequently complained were too subjective.  As one teacher 

remarked, “We get like an assessment handbook and it gives us examples of, this would 

be a 1, this would be a 2, or whatever.  But still, when our kids don’t fall anywhere near 

those three examples, it’s really subjective for us to be able to score those, so thinking 

about the assessment results…It’s hard when we want to compare one fourth-grade class 

to another fourth-grade class. But thinking how I graded those responses is totally 

different from how my peer graded her written responses.”  Teachers responsible for 

scoring indicated that the subjectivity of the rubric made assessment results less useful to 

them.  This idea contradicts the notion that having teachers score interim assessments 

makes formative use more likely because teachers are familiar with quality criteria and 

have more opportunities to diagnose learning difficulties.  Instead, the subjectivity of the 

scoring rubric made teachers slightly uneasy about using assessment results for decisions 

as weighty as the assignment of guided reading groups.  These results suggest that an 

important, perhaps overlooked, aspect of formative assessment use is extensive training 

and practice in scoring student responses.  In order for teachers to be comfortable making 

instructional decisions based on assessment results, they have to have confidence in the 

fairness of scores. 

The state of Iowa is currently in the process of introducing what is called the Iowa 

Core Curriculum (ICC)—a collection of the essential concepts and skills believed to be 

necessary to prepare Iowa high school graduates for post-secondary education and the 

workforce.  The ICC, which represents an effort to institute rigorous content standards 

across all Iowa districts, was approved by the State Board of Education in 2008.  

Implementation of the ICC is mandated in all schools in grades 9-12 by 2012 and in 

grades K-8 by 2014.  This group of skills is not a curriculum in the strict sense of the 

word.  Rather, the ICC establishes K-12 expectations in literacy, math, science, social 

studies, and 21st century skills for particular grade spans.  In addition, the ICC identifies 
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what it calls “attributes of effective instruction,” one of which is formative use of 

assessment results, or “assessment for learning.”  Because implementation of the ICC has 

been mandated in all schools by the legislature, implementation will be monitored in each 

district, including teachers’ use of the attributes of effective instruction, such as 

assessment for learning.  Accordingly, the legislature appropriated $28.5 million dollars 

for professional development aimed at supporting teachers and administrators in 

acquiring these skills.  In short, formative use of assessment results is currently an area of 

intense focus in the state of Iowa and this focus is likely to increase in the coming years 

as the ICC is phased into schools. 

With such intense professional development and resources devoted to improving 

formative use of assessment results, the prospect of successful formative assessment in 

Iowa appears to be bright.  Indeed, the Iowa Department of Education appears to have 

adopted the vision of formative assessment endorsed in the research literature, with a 

focus on classroom-based assessments, provision of appropriate feedback, and student 

self-assessment.  Well-known formative assessment researchers have even been hired as 

consultants to provide training in formative use of assessment results.  It remains to be 

seen whether this model will result in improved instruction and student learning.  After 

all, the push to integrate formative assessment as one aspect of the ICC is still 

centralized, with mandates coming from the state level and professional development for 

educators to be delivered by area education agencies and districts.  On the other hand, 

research literature and results from this study highlight the importance of decentralization 

of formative assessment, underscoring the importance of teacher autonomy in timing of 

assessment administration.  Results from the current study suggest several areas of 

emphasis for any future professional development associated with the ICC, including the 

need for training in scoring assessments and using results to modify instruction, the need 

to promote assessment literacy, and the need to tailor professional development to the 
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particular assessments that will ultimately be used.  Results also suggest that 

implementation of formative assessment should be carefully monitored to ensure use of 

assessment results occurs as intended. 

Limitations of the study 

The questions that initially motivated this study were substantive ones about how 

interim assessments were being used by teachers to modify their instruction and whether 

their use could be accurately characterized as formative.  Very little previous empirical 

work has been done in the area of interim assessment.  At the time this study was 

initiated, no information concerning their use by Iowa schools and districts had yet been 

systematically collected, and no instruments for measuring their use by classroom 

teachers had been constructed.  Thus, this study collected the first empirical evidence on 

use of interim assessments in Iowa elementary schools and constructed survey 

instruments for administrators and teachers from the ground up.  A survey was sent to all 

Iowa elementary principals in the state to determine whether and how schools and 

districts were using interim assessments.  However, a response rate of 19% was obtained.  

This small sample cannot be assumed to be representative of all schools in the state.  

Indeed, there are good reasons to suspect that those responding to the survey were more 

likely to administer interim assessments than those who did not respond, as nearly all 

those who consented to participate in the survey indicated they were using at least one 

interim assessment.  Furthermore, despite the intent to link responses to respondents’ 

email addresses, an error on the part of the investigator resulted in only 65% of these 

respondents being identifiable by their school district.  However, administrator survey 

responses of identifiable versus non-identifiable respondents were compared, and were 

found to be virtually identical.  Thus, this glitch appears not to have biased the results in 

any way.  Indeed, the primary consequence of not being able to identify all respondents 

was simply that there were fewer schools from which to sample for the second phase of 



134 
 

 

the study.  Moreover, the sample of identifiable districts appeared to be quite 

representative of Iowa districts along a number of important dimensions, including 

proficiency status and socioeconomic status.  Results did suggest, however, that 

responding districts were slightly more racially diverse and much larger than the typical 

Iowa district, in addition to other potential differences.  Included in this group of 

respondents were some of the largest and most urban school districts in the state.  It 

seems reasonable to speculate that larger districts, with more resources at their disposal 

and more diverse student populations (with perhaps more subgroup requirements to 

satisfy under NCLB accountability provisions), would be more likely than small, racially-

homogeneous districts to pursue costly strategies for boosting student achievement, such 

as interim assessments.  Thus, although survey results should not be generalized beyond 

the schools represented in the sample, results do provide some clues about the types of 

Iowa school districts that enact interim assessment systems. 

Another limitation of the study was the small sample of teachers recruited to 

participate in individual or group interviews.  For convenience purposes, only districts 

within a sixty-mile radius of Iowa City were considered for participation in interviews.  

Only ten teachers ultimately consented to participate in these interviews, representing 

only three school districts.  These ten teachers described a total of only four different 

assessments, and only one of these assessments sampled both reading and math content.  

Thus, the interview sample was relatively homogeneous in addition to being small, which 

suggests that teachers might not have identified all the problems with the survey, or that 

the problems they did identify were not necessarily representative of the types of issues 

that other teachers, working in different school contexts and administering different 

assessments, would have identified.  Thus, the revised survey resulting from individual 

and group interviews should be considered a work in progress rather than a finished 

product.  Additional field testing of the teacher survey would be necessary before it could 
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be used with confidence to support inferences about what Iowa elementary teachers are 

or are not doing with interim assessment results. 

Finally, even once the teacher survey has been field tested with a large sample of 

teachers and additional refinements made, it constitutes only one method for measuring 

teachers’ interim assessment practices.  The literature on the measurement of teaching is 

replete with examples of other measurement methodologies for capturing teachers’ 

instructional practices.  Each of these methods is likely to provide different information 

and support slightly different inferences about the quality of teachers’ interim assessment 

practices.  The limitations of self-report surveys have been discussed at length.  Thus, a 

teacher survey, even one that has undergone extensive field testing and expert review, 

does not tell us everything we need to know about teachers’ assessment practices.  

Although surveys are cost-efficient and can be administered to large samples in a 

relatively short amount of time, they do not provide the types of rich descriptions that can 

be obtained using classroom observations or other qualitative measures. 

Lessons Learned 

If I were to conduct the study all over again, I would do a number of things 

differently.  First, I would modify my recruitment strategies for both administrators and 

teachers.  The email invitation sent to administrators would be significantly shortened, in 

light of the evidence that educators do not read these communications.  In addition, an 

alternative strategy for contacting administrators would be pursued.  An initial email, 

consisting of a single question, would be sent first.  This email would ask recipients to 

reply and indicate only whether their school or district uses interim assessments.  Those 

responding “yes” would receive a follow-up email asking them to complete the survey.  It 

is more likely that a larger sample of administrators would respond if they were only 

asked a single question in the initial email.  This would allow a more accurate estimate of 

the prevalence of interim assessment use among Iowa elementary schools to be 
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calculated.  In addition, if I were going to repeat this survey, I would strongly consider 

sending the survey through the district administrative offices first.  A few districts to 

whom the survey was sent required completion of a form that had to be approved at the 

district level before the researcher could contact building principals.  Approval was 

obtained in every case, and each time, a district administrator sent out an email to all 

principals notifying them that I would be contacting them and that they had permission to 

participate if they desired.  Surprisingly, this appeared to boost response rates among 

principals in those districts.  It is possible that receipt of the email invitation along with 

district consent to participate made it easier to respond, as principals did not have to 

wonder whether they had permission to participate, but could simply complete the 

survey.  In addition to altering my recruitment approach, I would also ensure that 

administrator survey respondents could be identified by their school.  Such information 

would not only enable the full sample of respondents to be described vis-à-vis their 

representativeness, but would also have created a larger pool from which to recruit 

interview participants.   

Finally, I would have modified my teacher recruitment strategies in order to 

increase participation rates.  First, I would have attempted to schedule interviews during 

the fall.  Teachers participating in interviews reported that spring is the busiest time of the 

year for them.  Indeed, one teacher said they were inundated with surveys during the 

spring.  Most of the teachers indicated that fall would have been a much more convenient 

time for them to participate in the study and were confident that I would have secured 

much higher participation rates if I had recruited during the fall.  I also would have left 

more time for teacher recruitment.  I did not receive approval from the Institutional 

Review Board to proceed with interviews until the end of February.  Thus, recruitment of 

teachers—which began at the principal level—did not begin in earnest until March, 

which left only a few months until the end of the school year.  If I were to conduct the 



137 
 

 

study over, I would start contacting building principals before school started in the fall 

and contacting individual teachers at the beginning of the school year.  I would also 

modify the email invitations to make them simpler and more brief so that principals and 

teachers would be less likely to delete them without reading them. 

Directions for Future Research 

The research on interim assessment use is currently so limited that it could be 

expanded in a number of directions.  First, given the variability in both form and 

substance of interim assessments currently being used in the state, a richly detailed 

portrait of interim assessments in use should be painted for the purpose of determining 

the parameters of what currently constitutes interim assessment.  Because interim 

assessments are defined both by their technical characteristics and the ways in which they 

are administered and used, this type of evidence could be collected through interviews 

with teachers and administrators and classroom observations of teachers’ instructional 

practices.  Such evidence would contribute needed context to a newly-emerging 

definition of interim assessment (Perie, et al., 2009).   

Second, instruments for measuring teachers’ interim assessment practices, such as 

the teacher survey developed in this study, need to be further investigated.  Cognitive 

interviews aimed at uncovering teachers’ thought processes in real time as they complete 

the survey would identify additional areas for improving the clarity of survey language 

and understanding what is meant by teachers’ responses.  The survey should also be 

field-tested with a large sample of teachers working in a diverse range of assessment 

contexts with a wide variety of interim assessment types (i.e., assessments targeting 

varied content and skills, using varied item formats, administered in a variety of modes, 

and offering a variety of scoring and reporting features).  Field testing would provide 

item-level data that could be used to examine functioning of specific items with respect to 

discrimination.  Assuming a large enough sample, survey responses could be factor-
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analyzed to explore and confirm specific factor structures corresponding to theoretical 

constructs, such as feedback quality, student self- and peer-evaluation, diagnosis of 

learning errors, modification of instruction, and institutional supports.  Once the internal 

structure of the survey instrument has been thoroughly investigated, its relationship to 

other indicators of teachers’ assessment practices should be explored.  Possible indicators 

include measures of teachers’ assessment literacy, evaluations of the quality of teachers’ 

classroom assessments and assignments, ratings of teachers’ assessment practices based 

on classroom observations, assessment portfolios, etc.  Evidence that these disparate 

measures are systematically related would support the validity of the teacher survey as an 

indicator of teachers’ interim assessment practices. 

In addition, research into other measurement methodologies for capturing 

teachers’ assessment practices should be conducted.  The literature on the measurement 

of teaching suggested a variety of novel item formats for measuring instructional 

practices, including extended vignettes and hypothetical scenarios.  One particularly 

interesting application of this type of approach was described in the Heritage et al. study 

(2009), in which teachers were provided with a student response to an assessment task 

and asked to identify key domain-referenced principles embedded in the task and 

inferences about student knowledge and understanding that could be supported by task 

performance.  Teachers were also asked to provide written feedback to the hypothetical 

student about their performance and state how they would modify instruction in response.  

Teacher responses were scored as a measure of teachers’ math knowledge for teaching.  

Results from the current study provide some support for the notion that richer 

information about teachers’ assessment knowledge and practices can be gained using 

open-ended questions and tasks than a series of scaled survey items.  For example, 

teachers’ explanations of the rationale supporting a particular formative use may reveal 

more about their practices than a survey item asking them to rate the frequency with 
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which they have used the practice.  It seems reasonable to conclude, after all, that if a 

teacher cannot provide a cogent explanation for how a given practice might serve an 

instructional purpose (i.e., to explain the theory of action behind the practice), that 

teacher probably does not use the practice habitually.  A few teachers participating in 

interviews offered such explanations of assessment practices exemplifying formative use, 

such as peer-evaluation and structured, individual feedback.  These explanations suggest 

that asking teachers to provide reasons for using specific practices and perhaps examples 

from their own instruction might be a fruitful way to extract information about teachers’ 

assessment knowledge and practices that would supplement more traditional survey 

items.  Research into these novel measurement approaches should be conducted. 

Once instruments, such as the teacher survey, have been refined and evidence 

regarding their technical quality has been collected, they should be applied in a variety of 

school settings to collect data for answering the substantive questions that initially 

motivated the study: how do teachers use interim assessment results to improve teaching 

and learning?  To what extent do teachers use interim assessment results formatively?  

Which aspects of formative use are evident and which are lacking?  To what extent are 

institutional supports for facilitating formative use available?  Is the availability of 

supports associated with more successful formative use?  How can teachers be trained to 

formatively use interim assessment results?  How can interim assessments be better 

designed to facilitate formative use of results? 

Finally, the most significant area for future contributions to this literature is the 

quantification of the extent to which formative use of interim assessment results improves 

student learning and achievement.  Proponents of interim assessment who invoke the 

literature on formative assessment do so because they speculate that interim assessments 

might have the same potential for making a difference in student learning outcomes.  

Despite the fact that almost eleven years have passed since Black and Wiliam published 
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their meta-analysis and more than twenty years have elapsed since the studies they cite 

were initially undertaken, the Black and Wiliam study still stands as the definitive source 

on formative use of assessment results.  The effect sizes observed in their study, however, 

have not been replicated in more recent empirical work on formative assessment.  This 

fact underscores the need for more current empirical examinations of the potential for 

formative use of assessment results to effect improvements in student achievement, as 

well as the need to identify the specific aspects of formative use that are most strongly 

associated with increased achievement.  These questions can only be answered by an 

accumulation of carefully-conducted experimental or quasi-experimental studies in 

districts using interim assessments for formative improvement purposes.  Implementation 

of interim assessment practices would need to be monitored and described in detail, and 

measures of teachers’ instructional practices and assessment literacy would need to be 

empirically tied to students’ learning outcomes.  The timing of such an intervention 

would need to be consistent with any observed changes in student learning over time, and 

alternative explanations would need to be ruled out.  For example, control or comparison 

schools or students could serve as reference groups to help eliminate the possibility that 

observed increases were due to factors other than formative use of interim assessments, 

such as competing educational interventions.   

In addition, evidence supporting the theory of action underlying formative use of 

interim assessments would need to be collected to rule out rival explanations about how 

and why formative use promotes increased achievement.  For example, one rival 

explanation is that interim assessment systems believed to be functioning in a formative 

manner, by providing diagnostic information used to design targeted interventions to 

struggling students, are actually just functioning as mini-versions of the summative 

assessment.  If interim assessments were too tightly aligned with summative assessments 

and remedial instruction resulted in an artificial narrowing of the curriculum, then 
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increases in student achievement that might appear to be the result of formative 

assessment practices might in fact represent score inflation due to “teaching to the test.”  

To rule out this explanation, teachers’ instructional practices could be monitored for 

evidence that teachers were artificially narrowing the scope of the curriculum.  In 

addition, we would expect any observed increases in student achievement on interim or 

summative assessments (near transfer) to be accompanied by increases on other 

assessments measuring the same or similar constructs (far transfer).  Such parallel 

increases in achievement on distinct assessments would provide support for the inference 

that changes in performance were due to real improvements in student learning as 

opposed to score inflation. 

The teacher survey instrument developed in this study could be used as one 

source of evidence, providing information about teachers’ formative use of interim 

assessment results.  This survey could also by individual districts on a more practical 

level as a tool for designing, delivering, and evaluating the impact of professional 

development aimed at improving teachers’ interim assessment practices.  The survey 

could be administered as a needs assessment to determine areas for needed improvement 

in teachers’ interim assessment practices, desired professional development topics and 

activities, and perceptions of school climate supportiveness.  Results from such a needs 

assessment could be used to design professional development targeted at addressing areas 

of weakness and for documenting changes, along with other indicators, in teacher 

practice over time. 

The quality of teachers’ interim assessment practices is related to the quality of 

teachers’ assessment practices in general and teacher knowledge about assessment.  In 

turn, teacher assessment literacy and assessment practices are but one indicator of overall 

teacher quality that may be associated with increased student learning and achievement.  

Though researchers and policy-makers have long attempted to measure and increase 
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teacher quality in an attempt to affect student achievement, current indicators of teacher 

quality are indirect and distal, and include measures such as years of teaching experience 

and degrees held.  Moreover, many proxy indicators of teaching quality have not 

consistently been associated with increased student learning and achievement.  Thus, 

efforts to develop better measures of teacher quality that can be easily and efficiently 

applied on a large scale stand to contribute much to policy debates about “what works” in 

education.    
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APPENDIX B.  ADMINISTRATOR SURVEY 

Survey for District Assessment Coordinators 
 
Recently, Iowa schools have experienced an increase in the number of assessments 
administered as a result of federal (No Child Left Behind) and state legislation (e.g., the 
requirement for administration of multiple measures under Chapter 12 of the Iowa Code).   
One type of assessment increasingly used in Iowa schools is a periodic, interim 
assessment—an assessment administered more than once between annual 
administrations of the Iowa Tests of Basic Skills (ITBS) in order to improve the 
teaching/learning process.  These assessments provide information that may be used in 
a general way to gain insight into student strengths and weaknesses or more specifically 
to identify students in need of remedial instruction so that targeted interventions can be 
designed.  However, not much is known about these assessments and how they are used 
by classroom teachers to modify teaching and learning.   
 
The purpose of this survey is to gather descriptive information concerning whether (and 
how) these types of assessments are currently used for reading and/or math in grades 3-5 
in your school or district.  Information from this survey will be used to identify schools 
for possible participation in a more in-depth study of how information generated by these 
assessments is used by teachers to modify their instruction.  Thus, survey responses will 
not be anonymous.  However, results of this study will be reported in summary form 
only.  No specific individuals, schools, or districts will be identified. 
 
Instructions:  Please answer the following questions about your school or district’s use 
of periodic, interim assessments for any of the following purposes: a) improving reading 
or math instruction; b) predicting student performance on the ITBS; c) tracking students’ 
progress toward proficiency in reading or math; or d) identifying students in need of 
remedial instruction.  Section 1 asks you to provide general information about all such 
assessments your school or district administers to students in grades 3-5.  Section 2 asks 
you to select a single assessment to provide more detailed information concerning how it 
is used. 
 
 
Section 1 

1. What is your current role? (select all that apply) 
o Guidance counselor 
o Teacher 
o Administrator 
o Curriculum coordinator 
o Assessment coordinator 
o Other (please specify) 
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2. Does your school or district administer periodic, interim assessments in reading or 

math to students in grades 3-5 for any of the following purposes: a) improving 
reading or math instruction; b) predicting student performance on the ITBS; c) 
tracking students’ progress toward proficiency in reading or math; or d) 
identifying students in need of remedial instruction?  These could be formal or 
informal assessments.  (select only one) 

o Yes 
o No 
o Not sure 

 
(If NO or NOT SURE, skip to alternate survey items) 
 

3. Please identify the periodic, interim assessments currently administered in your 
school/district in reading or math to students in grades 3-5 for any of the 
following purposes: a) improving reading or math instruction; b) predicting 
student performance on the ITBS; c) tracking students’ progress toward 
proficiency in reading or math; or d) identifying students in need of remedial 
instruction.  If you work in more than one school, please identify which school 
you are referring to.  For each assessment identified, please provide the requested 
information.  You will be asked to describe each assessment individually, 
providing complete information for assessments one at a time.  When you have 
entered complete information for a single assessment, you will have the option of 
describing additional assessments used by your school/district.   
 
a) Please select the name of the assessment used (select only one at a time) 

o Accelerated Math 
o Accelerated Reader 
o Analytical Reading Inventory (ARI) 
o Assessment and Learning in Knowledge Spaces (ALEKS) 
o Basic Reading Inventory (BRI) 
o Developmental Reading Assessment (DRA) 
o Diagnostic Assessment of Reading (DAR) 
o Dynamic Indicators of Basic Early Literacy Skills (DIBELS) 
o Iowa Collaborative Assessment Modules (ICAM) 
o Measures of Academic Progress (MAP) 
o Rigby PM Benchmarks 
o Scholastic Reading Counts Program (SRCP) 
o Scholastic Reading Inventory (SRI) 
o Stanford Diagnostic Reading Test 
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o STAR Math 
o STAR Reading 
o District-created assessment 
o Other (please write the full name of the assessment—text box) 

 
b) For what purpose(s) is this assessment administered? (select all that apply) 

o Identifying student strengths and weaknesses 
o Predicting student performance on the ITBS 
o Tracking students’ progress toward proficiency in reading/math 
o Identifying students in need of remedial instruction 

 
c) Is the use of this assessment mandated by the school or district? (select only 

one) 
o Yes, the assessment is mandated by the School 
o Yes, assessment is mandated by the District 
o No, the assessment is not mandated by either the school or the district 

 
d) (IF SCHOOL) If you work in multiple schools, please enter the name(s) of the 

school(s) using this assessment  
 

e) Is this assessment commercially-produced or teacher-made? (select only one) 
o Commercially-produced 
o Teacher-made 
o Other (please explain) 

 
f) What subject areas are included in testing? (select all that apply) 

o Reading 
o Math 

 
g) What grade levels are included in testing? (select all that apply) 

o 3 
o 4 
o 5 

 
h) Are all students tested? (select only one) 

o Yes 
o No 

 
i) IF NO, Which students participate in testing (select all that apply) 

o English Language Learners 
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o Special Education students 
o Students in remedial classes 
o Students identified as “not proficient” in reading or math on the ITBS 
o Individual students are selected for testing based on teacher or 

counselor recommendation 
o Other (please specify) 

 
j) How many years (including this year) has your school or district been using 

this assessment for this purpose? (select only one) 
o 1 to 3 
o 4 to 6 
o 7 to 10 
o More than 10 years 

 
k) Do you want to describe another assessment used by your school/district? 

(select only one) 
o Yes 
o No 

(IF YES, cycle back to questions 3a-3k; repeat cycling until respondent indicates “no” for 
3k) 

 
Section 2 
Instructions: For the remainder of the survey, please select one of the periodic, 
interim assessments identified above and answer the following questions.  Please 
refer to the assessment you believe is most important in helping teachers in grades 3-5 
improve the teaching/learning process.  
 
4. Which of the assessments you identified above is most important in helping 

teachers in grades 3-5 improve the teaching/learning process?  Please write the 
full name of the assessment. 
 

5. What types of questions are used on the assessment? (select all that apply) 
o Multiple choice 
o True/false 
o Matching 
o Essays 
o Constructed response (e.g., short answer, fill-in-the-blank, open-ended 

math problem) 
o Performance assessment (e.g., number of correct words read aloud per 

minute) 
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6. Approximately how often is this assessment administered to the typical student? 

(select only one) 
o Every day 
o Once a week 
o Once every 2 weeks 
o Once a month 
o Once a grading period (e.g., once a quarter or trimester) 
o Beginning and end of the year only 
o Other (please specify) 

 
7. Approximately how much student time is spent on each administration of this 

assessment? (select only one) 
o Less than fifteen minutes 
o Between 15 to 30 minutes 
o Between 30 to 60 minutes 
o Between 1 to 2 hours 
o More than 2 hours 
o Other (please specify) 

 
8. How is the assessment administered? (select only one) 

o Paper/pencil 
o Computer-based 
o Teacher or counselor observation 
o Individually administered orally 
o Other (please specify) 

 
9. Who is responsible for deciding when the assessment will be administered? 

(select only one) 
o Administrators at the district level decide on the schedule for 

administration; 
o Administrators at the school level decide on the schedule for 

administration 
o Teachers decide on the schedule for administration within a limited 

window of time 
o Teachers decide on the schedule for administration any time during the 

year 
o Other (please specify) 
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10. Who is responsible for scoring the assessment? (select all that apply) 
o Assessments are scored in-house by teachers/other school personnel 
o Assessments are scored automatically via computer 
o Assessments are sent out for scoring by AEA personnel 
o Assessments are sent out for scoring by testing company 
o Assessments are sent out for scoring by other teachers in the district 
o Other  (please specify) 

 
11. Approximately how many days does it take to receive test results after completing 

the test? (select only one) 
o Results are available immediately  
o Results are available within a few days  
o Results are available within a week  
o Results are available within a few weeks  
o Other (please specify) 

 
12. Has your school or district offered professional development or training for 

teachers and/or other school personnel in interpreting and/or using the results of 
this assessment? (select only one) 

o Yes 
o No 
o Not sure 

 
13. IF YES Who participated in this professional development? (select all that apply) 

o Teachers 
o School administrators 
o Curriculum coordinator 
o Assessment coordinator 
o Guidance counselor 
o Other (please specify) 

 
14. IF YES What was the focus of this professional development? (select all that 

apply) 
o Explaining the purpose of the assessment 
o How to administer the assessment 
o How to prepare students to take the assessment 
o How to score the assessment 
o How to interpret scores 
o How to modify instruction in response to results 
o Other (please specify) 
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15. Who receives copies of score reports? (select all that apply) 
o Building principal 
o Guidance counselor 
o Assessment coordinator 
o Curriculum coordinator 
o Teachers 
o Parents 
o Students 
o Other (please specify) 

 
16. What type of information is included in a typical score report? (select all that 

apply) 
o Raw scores, including percent correct 
o Standard scores (e.g., stanines, normal curve equivalents, grade 

equivalents) 
o Proficiency status (e.g., Basic, Proficient, Advanced) 
o Percentile ranks (state or national) 
o Description of student performance in terms of what the student knows 

and can do 
o Not sure 
o Other (please specify) 

 
17. Do teachers receive copies of individual student score reports? That is, a copy of 

student scores for all tests, including sub-skill scores, for each individual student.  
(select only one) 

o Yes 
o No 
o Not sure 

 
18. IF YES, do individual student score reports include analysis of individual test 

questions (including a listing of the questions each student scored correctly or 
incorrectly or a listing of the number of points each student received for each 
question) (select only one) 

o Yes 
o No 
o Not sure 
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19. Do teachers receive copies of classroom-level score reports? That is, a copy of 
average classroom scores for all tests, including sub-skill scores (select only one) 

o Yes 
o No 
o Not sure 

 
20. IF YES, do classroom-level score reports include analysis of individual test 

questions (including the percentage of students scoring each question correctly 
and incorrectly or the average classroom score on each question)? (select only 
one) 

o Yes 
o No 
o Not sure 

 
21. If YES to 17 or 19, in what ways (if any) do teachers use score report information 

(along with other relevant information) to inform or modify their instruction? 
(select all that apply) 
 
Deciding what to teach: 

o Aligning instruction more closely to tested content/skills by adding tested  
elements and/or deleting untested elements 

o Modifying the pace/sequence of the curriculum 
o Identifying content/skills for reteaching 
o Selecting leveled texts or other leveled classroom materials 
o I am not sure how teachers use score report information for deciding what 

to teach 
o To my knowledge, teachers do not use score report information for 

deciding what to teach 
o Other (please specify) 

 
Deciding how to teach: 

o Selecting alternative pedagogies 
o Targeting instruction to ability-grouped students 
o Disseminating and discussing individual student results with other 

teachers and support staff to coordinate instructional efforts 
o I am not sure how teachers use score report information for deciding how 

to teach 
o To my knowledge, teachers do not use score report information for 

deciding how to teach 
o Other (please specify) 
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Grouping students: 
o Grouping students within the classroom by ability level for instruction 
o Identifying students for placement into remedial or accelerated classes 
o Identifying students for individual tutoring 
o I am not sure how teachers use score report information for grouping 

students 
o To my knowledge, teachers do not use score report information for 

grouping students 
o Other (please specify) 

 
22. In what other ways (if any) does your school/district use results? (select all that 

apply ) 
• Parental communication 
• Continuing evaluation of the curriculum 
• Evaluating the effects of recent curricular changes (such as instituting a 

new curriculum) 
• Evaluating the effects of specific organizational changes (such as 

switching to block scheduling) 
• Satisfying the “multiple measures” requirement of Chapter 12 of the Iowa 

Code 
• Not sure 
• To my knowledge, results are not used for purposes other than 

instructional improvement 
• Other (please specify) 

 
23. For what reasons was this particular assessment selected?  (select all that apply) 

o Low cost 
o Diagnostic capabilities 
o Alignment of assessment to the content/skills contained in curriculum 
o Ease of administration and scoring 
o The assessment accompanied the school’s adopted curricular series (e.g. 

textbook) 
o Used by a neighboring district 
o Alignment of assessment to the content/skills tested on the ITBS 
o Ability to be administered by computer 
o Reporting capabilities (graphics, charts, scores by subgroups, etc.) 
o Rapid turnaround in scoring and reporting 
o Not sure 
o Other (please specify) 
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24. When does your school administer the ITBS? (select only one) 
o Fall 
o Midyear 
o Spring 

 
25. Questions or additional comments: 

 
 
 
 

Thank you!  This concludes your participation in the study.  Please remember to submit 
your survey responses.
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APPENDIX D. TEACHER SURVEY 

Interim Assessment Practices Survey for Teachers 

 
Recently, Iowa schools have experienced an increase in the number of assessments administered 
as a result of federal and state requirements.   One type of assessment increasingly used is a 
periodic, interim assessment—that is, an assessment administered more than once between annual 
administrations of the Iowa Tests of Basic Skills (ITBS) in order to improve the teaching/learning 
process.  These assessments provide information that may be used in a general way to gain 
insight into student strengths and weaknesses or more specifically to identify students in need of 
remedial instruction so that targeted interventions can be designed.  However, not much is known 
about these assessments and how they are used by classroom teachers to modify teaching and 
learning.   
 
This survey is part of a study examining the use of such assessments in grades 3-5 in Iowa 
schools.  Your school was selected to participate in this study because it administers the 
[assessment name].  The purpose of this survey is to gather descriptive information concerning 
how teachers in grades 3-5 use this assessment to evaluate student strengths and weaknesses, 
inform instruction, and/or improve the teaching-learning process.  Your participation in this study 
is voluntary.  All responses will be strictly confidential.  The results from this study will be 
presented in summary form only—no individual districts, schools, or teachers will be identified.   
 
Section I.  Background and Experience 
1. What is your gender?  □ Male □ Female 
 
2. 

 
What grade level(s) are you teaching this year? (select all that apply) 

 □ Kindergarten □ Fifth Grade □ Ninth Grade 

 □ First Grade □ Sixth Grade □ Tenth Grade 

 □ Second Grade □ Seventh Grade □ Eleventh Grade 

 □ Third Grade □ Eighth Grade □ Twelfth Grade 

 □ Fourth Grade   

 
3. 

 
What subject(s) are you teaching this year? (select all that apply) 

 □ English/Language Arts □ Reading □ Math 

 □ Science □ Social Studies □ Physical Education 

 □ Vo-Tech □ Foreign Language □ Fine Arts 

 □ Library/Media   
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4. 

 
Which statement best describes the way your classes are organized? (select only one) 

 □ I am an elementary school teacher who teaches only one subject to different classes of 
students (sometimes called an Elementary Subject Specialist) 

 
□ I instruct the same group of students all or most of the day in multiple subjects   
   (sometimes called  a Self-Contained Classroom) 
 
□ I am one of two or more teachers, in the same class, at the same time, and am jointly  

responsible for teaching the same group of students all or most of the day (sometimes 
called Team Teaching) 

 
□ I instruct a small number of selected students released from their regular classes in   
   specific skills or to address specific needs (sometimes called a Pull-Out Class or Push-  
   In Instruction) 

 
5. What is the highest level of formal education you have completed? (select only one) 

 □ Bachelor’s □ Master’s □ Doctorate  

 
6. 

 
This school year, are you a “Highly Qualified Teacher” according to Iowa’s requirements? 
(i.e., you hold a Bachelor’s degree, a state teaching license, and state endorsements to teach 
Reading, Math, Science, and Social Studies) 

 □ Yes □ No □ Not Sure 

 
7. 

 

What (if any) additional endorsements, licenses, certificates, or credentials do you hold? 
(select all that apply) 

 □ ESL K-12 □ Talented & Gifted K-12 □ Math K-8 □ Math 5-12 

 □ ELA K-8 □ ELA 5-12 □ Reading K-8 □ Reading 5-
12 

 □ Special Education □ Reading Specialist K-12   

 Other (please describe):  

 

 
8. 

 
Have you taken any undergraduate or graduate-level courses devoted specifically to 
educational measurement or assessment methods? 

 □ Yes □ No 
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9. How many years (including this year) have you been teaching? (select only one) 

 □ 1 to 5 □ 6 to 10 □ 11 to 20 

 □ 21 to 30 □ More than 30 years  

 

Section II.  Assessment Administration 
 
Instructions: For questions 10 to 14, please rate the frequency with which you use each of the 
following practices either before or during each administration of the [assessment name].  Please 
indicate whether you use the practice for every single administration, for most administrations, 
for some administrations, or for no administrations.  If a practice does not apply to you or your 
school, select “Not Applicable.” 

 

Instructional Practice Every single 
admin 

Most 
admin 

Some 
admin 

No 
admin 

Not 
Applicable 

10. Inform students why they are 
taking the assessment. 
 

□ □ □ □ □ 

11. Inform students about how the 
assessments will be scored or 
graded. 
 

□ □ □ □ □ 

12. Allow students to complete the 
assessments in small groups or 
pairs 
 

□ □ □ □ □ 

13. Allow students to score their own 
assessments 
 

□ □ □ □ □ 

14. Allow students to score a 
classmate’s assessment 
 

□ □ □ □ □ 

 
15. Approximately how often is this assessment administered in your classroom?  

(select only one) 
 

 □ Every day □ Once a grading period (e.g., once a quarter) 

 □ Once a week □ Beginning of the year only 

 □ Once every two weeks □ Beginning and end of the year only 

 □ Once a month  

□ Other (please describe): 
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16. Approximately how much student time is spent on each administration of this assessment? 

(select only one) 
 

 □ Less than 15 minutes □ Between 30-60 minutes □ More than 2 hours 

 □ Between 15-30 minutes □ Between 1-2 hours 

 

17. Who is responsible for deciding when the assessment will be administered?  
(select only one) 

 □ Administrators at the district level decide on the schedule for administration 

 □ Administrators at the school level decide on the schedule for administration 

 □ I decide on the schedule for administration within a limited window of time 

 □ I decide on the schedule for administration any time during the year 

 □ An assessment team, composed of teachers and/or administrators, decides on the  
   schedule for administration 

 □ Other (please describe): 

 

 

18. When the assessment is administered, are students with Individual Education Plans (IEPs) 
provided with the accommodations or modifications specified in their IEPs? 

 □ Yes □ No 

 
 

Section III.  Using Assessment Results 
 
Instructions: For questions 19 to 25, please rate the frequency with which you use each of the 
following practices after each administration of the [assessment name].   Please indicate whether 
you use the practice for every single administration, for most administrations, for some 
administrations, or for no administrations.  If a practice does not apply to you or your school, 
select “Not Applicable.” 

 

Instructional Practice Every single 
admin 

Most 
admin 

Some 
admin 

No 
admin 

Not 
Applicable 

19. Once assessments have been 
scored, go over all correct 
answers in class  
 

□ □ □ □ □ 

20. Have individual students track 
their progress by charting their 
own scores  

□ □ □ □ □ 
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Instructional Practice Every single 
admin 

Most 
admin 

Some 
admin 

No 
admin 

Not 
Applicable 

21. Go over results, including 
strengths and weaknesses, with 
the whole class  
 

□ □ □ □ □ 

22. Go over results, including 
strengths and weaknesses, with 
individual students 
 

□ □ □ □ □ 

23. Go over results, including 
strengths and weaknesses, with 
parents 
 

□ □ □ □ □ 

24. Set or revise learning goals with 
individual students based on 
results 
 

□ □ □ □ □ 

25. Set or revise learning goals with 
small groups of students based on 
results 
 

□ □ □ □ □ 

 
26. Approximately how many days does it take to receive test results after completing the test? 

(select only one) 
 

 □ Results are available immediately  after test administration 

 □ Results are available within a few days of testing 

 □ Results are available within a week of testing 

 □ Results are available within a few weeks of testing 

 □ Other (please describe):  

 

 

27. When you receive assessment results, do you have access to the exact items students were 
administered? 

 □ Yes □ No 

 If you answered “no,” skip to question 29. 

28. When you receive assessment results, do you have access to students’ incorrect answers?  

 □ Yes □ No 
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29. Are assessment scores used in the assignment of student grades? 

 □ Yes □ No 

 If you answered “no,” skip to question 31. 

 
 

30. Please describe how assessment scores are used in the assignment of student grades: 
 
 
 

 
Instructions:  For questions 31 to 41, please rate the frequency with which you use score 
information from the [assessment name] (along with other relevant information) to inform or 
modify your instruction.   For each potential use, please indicate whether you use scores in this 
way after every single administration, after most administrations, after some administrations, or 
after no administrations.  If a practice does not apply to you or your school, select “Not 
Applicable.” 
 

Deciding what to teach Every single 
admin 

Most 
admin 

Some 
admin 

No 
admin 

Not 
Applicable 

31. Aligning instruction more closely 
to tested content/skills by adding 
tested elements and/or deleting 
untested elements 
 

□ □ □ □ □ 

32. Identifying content/skills for  
re-teaching 
 

□ □ □ □ □ 

33. Selecting leveled texts or other 
leveled classroom materials 
 

□ □ □ □ □ 

34. Diagnosing individual student 
learning needs 
 

□ □ □ □ □ 

35. Diagnosing group learning needs 
 □ □ □ □ □ 

Deciding how to teach      
36. Selecting alternative pedagogies 

 □ □ □ □ □ 

37. Modifying the pace/sequence of 
the curriculum 
 

□ □ □ □ □ 

38. Disseminating and discussing 
individual student results with 
other teachers and support staff to 
coordinate instructional efforts 

□ □ □ □ □ 
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Deciding what to teach Every single 
admin 

Most 
admin 

Some 
admin 

No 
admin 

Not 
Applicable 

Grouping students      
39. Grouping students by ability level 

within the classroom for 
reading/math instruction 
 

□ □ □ □ □ 

40. Identifying students for 
placement into remedial or 
accelerated classes 
 

□ □ □ □ □ 

41. Identifying students for individual 
tutoring 
 

□ □ □ □ □ 

 
42. Please describe any other ways in which you use assessment results to inform or modify your 

instruction: 
  

 
 

 
Section IV.  Perceptions of the Assessment 
 
Instructions:  Questions 43 to 58 pertain to your perceptions about the [assessment name] in 
terms of how useful you find it for improving the teaching-learning process.  For each question, 
please rate your agreement with the statement using the scale below.  If a statement does not 
apply to you or your school, select “Not Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 

Perception SA Sa No Sd SD NA 
43. Administering the assessment causes an 

interruption to my regular instruction 
 

□ □ □ □ □ □ 

44. The assessment provides information 
useful for identifying individual student 
strengths and weaknesses 
 

□ □ □ □ □ □ 

45. The assessment provides information 
useful for identifying group strengths 
and weaknesses 
 

□ □ □ □ □ □ 

46. The information provided allows me to 
effectively target instruction to 
individual students 
 

□ □ □ □ □ □ 
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Perception SA Sa No Sd SD NA 
47. The information provided allows me to 

effectively target instruction to groups 
of students 
 

□ □ □ □ □ □ 

48. The assessment provides information 
that I cannot get from other sources 
(e.g., classroom tests or assignments, my 
own observations) 
 

□ □ □ □ □ □ 

49. The assessment contains some content 
and skills not included in district content 
standards 
 

□ □ □ □ □ □ 

50. The assessment leaves out important 
content and skills that are included in 
district content standards 
 

□ □ □ □ □ □ 

51. The assessment is closely aligned to my 
instruction 
 

□ □ □ □ □ □ 

52. The questions on the assessment 
resemble the types of tasks I use on 
classroom assessments or assignments 
 

□ □ □ □ □ □ 

53. The assessment is long enough to 
provide adequate information about 
students’ knowledge and skills 
 

□ □ □ □ □ □ 

54. The assessment takes too much valuable 
instructional time 
 

□ □ □ □ □ □ 

55. The score reports are easy to read and 
interpret 
 

□ □ □ □ □ □ 

56. The timing of test administration 
coincides with my regular instructional 
cycle 
 

□ □ □ □ □ □ 

57. The assessment is administered often 
enough to allow me to track student 
progress 
 

□ □ □ □ □ □ 

58. The assessment is administered too 
often 
 

□ □ □ □ □ □ 
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59. Which aspects of the assessment are most useful? 

 
 
 

60. Which aspects of the assessment could be improved? 
 
 
 

 
 
Instructions: Questions 61 to 66 pertain to your students’ perceptions of the [assessment name].  
Please rate your agreement with each statement using the scale below.  If a statement does not 
apply to you or your school, select “Not Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 

Perception SA Sa No Sd SD NA 
61. My students enjoy taking the 

assessment 
 

□ □ □ □ □ □ 

62. My students find the assessment too 
challenging 
 

□ □ □ □ □ □ 

63. My students are motivated to improve 
their performance on the assessment 
 

□ □ □ □ □ □ 

64. My students do not feel their 
assessment scores represent their 
actual ability 
 

□ □ □ □ □ □ 

65. Receiving assessment results makes 
some of my students feel bad about 
themselves 
 

□ □ □ □ □ □ 

66. My students are able to use 
assessment results to recognize areas 
for improvement 
 

□ □ □ □ □ □ 
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Section V.  Perceptions of School Climate 
 
Instructions:   Questions 67 to 71 pertain to your perceptions about the supportiveness of your 
school climate.  Please rate your agreement with each statement using the scale below.  If a 
statement does not apply to you or your school, select “Not Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 

Perception SA Sa No Sd SD NA 
67. I have access to the technology I need to 

effectively implement and interpret 
assessment results 
 

□ □ □ □ □ □ 

68. I have enough time to thoroughly review 
and interpret assessment results 
 

□ □ □ □ □ □ 

69.  There is scheduled time during the 
school year for me to reteach elements of 
the curriculum that students have not 
mastered 
 

□ □ □ □ □ □ 

70. There is scheduled time during the 
school year for me to meet with grade-
level peers to discuss and interpret 
assessment results 
 

□ □ □ □ □ □ 

71. My colleagues and I are encouraged to 
collaborate with one another on ideas for 
reteaching areas of the curriculum that 
students have not mastered 
 

□ □ □ □ □ □ 

 
72. What (if any) are the most significant barriers to your effective use of the [assessment name] 

to improve the teaching/learning process? 
 
 
 

 
Section VI. Professional Development  
 
73. Have you received any professional development opportunities or training in interpreting 

and/or using the results of the [assessment name]? 
 

 □ Yes □ No 

If you answered “no,” skip to question 80. 
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74. Who delivered the professional development? (select all that apply) 

 □ School administrator (principal or assessment coordinator) 

 □ District administrator 

 □ AEA representative 

 □ Outside consultant 

 □ Other (please describe):  

75. What was the focus of this professional development? (select all that apply) 

 □  The purpose of the assessment 

 □ How to administer the assessment 

 □ How to prepare students to take the assessment 

 □ How to score the assessment 

 □ How to interpret scores 

 □ How to modify instruction in response to results 

 

□ Other (please describe): 

 

 

76. Approximately how many hours did you spend on these activities? 

 □ 1-2 hours □ 4-6 hours □ 8-10 hours □ More than 10 
hours 

77. How effective was this professional development in preparing you to use assessment 
results to modify the teaching-learning process? 

 □ Very effective □ Somewhat effective □ Not at all effective 

78. What (if any) were the most beneficial aspects of this professional development? 

 

 

79. What (if any) were the least beneficial aspects of this professional development? 
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80. Do you feel you need additional training in order to effectively use assessment results to 
modify the teaching-learning process? 

 □ Yes □ No 

If you answered “no,” skip to question 82. 

81. What sort of training would be most helpful to you? (select all that apply) 

 □ The purpose of the assessment 

 □ How to administer the assessment 

 □ How to prepare students to take the assessment 

 □ How to score the assessment 

 □ How to interpret scores 

 □ How to modify instruction in response to results 

 □ Other (please describe): 

82. Do you have any questions or additional comments about the [ASSESSMENT NAME] 
or this survey? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

THANK YOU! 
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APPENDIX E.  INTERVIEW MATERIALS 

Advance Organizer for Focus Group Interview 
 
The purpose of this group interview is to collect information about how a 3rd, 4th, or 5th 
grade reading and math teacher in Iowa might respond to this survey.  I am especially 
interested in finding out how clearly worded and understandable the survey questions are, 
and whether you feel your experiences administering periodic, interim assessments in 
your classroom are adequately represented by your survey responses.  
  
A periodic, interim assessment is any assessment other than the ITBS or routine, 
classroom assessments that is administered more than once during the school year in 
order to track student progress toward proficiency.  Examples of such assessments would 
be the Developmental Reading Assessment (DRA), the Measures of Academic Progress 
(MAP), the Basic Reading Inventory (BRI), Everyday Math, or the Dynamic Indicators 
of Basic Early Literacy (DIBELS).  I am especially interested in how you use results 
from these types of assessments to improve or otherwise modify your instruction to help 
your students learn better. 
 
Below is a list of topics to think about as you complete the survey.  Please feel free to jot 
down any notes, comments, or questions you have about the survey as you are 
completing it.  Once you have completed the survey, please go back and think about how 
you would answer the following questions.  Bring this advance organizer and your 
completed survey with you to the focus group, as it will help facilitate our discussion. 

1. Were there any questions that you did not understand?  If so, which questions? 
 

 
2. Were there any questions that you understood, but did not know how to answer?  If 

so, which questions? 
 

 
3. To what extent do you feel your use of [assessment name] would be well-represented 

by your survey responses? 
 

 
4. Would this survey also be applicable and relevant to other types of periodic, interim 

assessments you administer? 
 

 
5. Would you add any questions to this survey?  Would you delete any questions from 

this survey? 
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6. Approximately how long did it take you to complete this survey?   

 
 

7. Would you prefer to respond to this survey in paper format or online?   
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Interview Protocol 

 
INTRODUCTION:  Thank you for agreeing to participate in the study.  The purpose of 
the interview is to collect information about how a 3rd, 4th, or 5th grade teacher in Iowa 
might respond to this survey about interim assessment practices.  I am especially 
interested in finding out how clearly worded and understandable the survey questions are, 
and whether you feel your experiences with [assessment name] are adequately 
represented by your survey responses.  I want to emphasize that I am not collecting data 
about your classroom practices; rather, I am interested in finding ways to improve the 
survey so it can be used with a large sample of Iowa elementary teachers.   
 
I would like to explain how the interview will work today.  We’ll go through each section 
of the survey, and I’ll ask you all some questions.  Feel free to skip any question you 
don’t want to answer—you can just say “I pass” if you won’t want to answer a question 
or if you have no opinion.  Please just be candid and honest.   
 
I am going to tape-record our discussion, but only so I don’t have to worry about missing 
anything important you say.  Please let me know if at any time you want me to stop the 
recording.  If any of my questions are unclear, just let me know.  We should be able to 
cover all survey sections within one hour.  We’ll take care of arrangements for your 
payment at the end of the interview.  Do you have any questions before we start? 
 
INTERVIEW QUESTIONS:   

Introductory section 
• Was the background explanation clear and understandable?   
• Did you have any questions or concerns when reading this section? 
• Did you feel you understood the purpose of the survey? 
• Was the introduction too long or too short? 
• Do you have any other questions, comments, or suggestions for improving 

this section? 
 
For each survey section, ask the following questions: 

• Were any of the questions unclear?  Were there any questions that you felt 
you didn’t understand what I was asking? 

• Were there any questions where you understood what I was asking, but 
didn’t know how to answer the question? 

• Were there any questions you thought I should add to this section?  
Delete? 

• Were response options adequate? 
• Do you have any other questions, comments, or suggestions for improving 

this section? 



179 
 
How did the rating scales [frequency of use, agreement] work for you?   
 
Do you feel that your survey responses adequately represent how you use [assessment 
name] in the classroom? 
 
What aspects of using [assessment name] were NOT well-represented on the survey? 
 
About how long did it take you to complete the survey?  What do you think about the 
length of the survey?  Too long?  Too short? 
 
Would you add any questions to this survey? 
 
Would you delete any questions from this survey? 
 
Would this survey be applicable to other interim assessments that you might use? 
 
Would you prefer to respond to this survey online?  For what reasons? 
 
What other comments or concerns do you have about this survey? 
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APPENDIX F.  REVISED TEACHER SURVEY 

Interim Assessment Practices Survey for Teachers 

 
This survey is part of a study examining the use of such assessments in grades 3-5 in Iowa 
schools.  Your school was selected to participate in this study because it administers the 
[assessment name].  The purpose of this survey is to gather descriptive information concerning 
how teachers in grades 3-5 use [assessment name] to evaluate student strengths and weaknesses, 
inform instruction, and/or improve teaching and learning.  Your participation in this study is 
voluntary.  All responses will be strictly confidential.  The results from this study will be 
presented in summary form only—no individual districts, schools, or teachers will be identified.   
 
Section I.  Background and Experience 
1. What is your gender?  □ Male □ Female 
 
2. 

 
What grade level(s) are you teaching this year? (select all that apply) 

 □ Kindergarten □ Fifth Grade □ Ninth Grade 

 □ First Grade □ Sixth Grade □ Tenth Grade 

 □ Second Grade □ Seventh Grade □ Eleventh Grade 

 □ Third Grade □ Eighth Grade □ Twelfth Grade 

 □ Fourth Grade   

 
3. 

 
What subject(s) are you teaching this year? (select all that apply) 

 □ Reading/Language 
Arts 

□ Social Studies □ Math 

 □ Science □ Foreign Language □ Physical Education 

 □ Vo-Tech □ Library/Media □ Fine Arts 

 
4. 

 
Which statement best describes the way your classes are organized? (select only one) 

 □ I am an elementary school teacher who teaches only one subject to different classes of 
students (sometimes called an Elementary Subject Specialist) 

□ I instruct the same group of students all or most of the day in multiple subjects  
        (sometimes called  a Self-Contained Classroom) 

 
□ I am one of two or more teachers, in the same class, at the same time, and am jointly  

responsible for teaching the same group of students all or most of the day (sometimes 
called Team Teaching) 
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□ I instruct a small number of selected students released from their regular classes  

to address specific needs (sometimes called a Pull-Out Class or Push-In Instruction) 
 

□ Other (please describe): 
 

5. What is the highest level of formal education you have completed? (select only one) 

 □ Bachelor’s □ Master’s □ Doctorate  

 
6. 

 
This school year, are you a “Highly Qualified Teacher” according to Iowa’s requirements? 
(i.e., you hold a Bachelor’s degree, a state teaching license, and an Elementary teaching 
endorsement) 

 □ Yes □ No □ Not Sure 

 
7. 

 

What (if any) additional endorsements, licenses, certificates, or credentials do you hold? 
(select all that apply) 

 □ ESL K-12 □ Talented & Gifted K-12 □ Math K-8 □ Math 5-12 

 □ ELA K-8 □ ELA 5-12 □ Reading K-8 □ Reading 5-12 

 □ Special Education □ Reading Specialist K-12   

 Other (please describe):  

 

 
8. 

 
Have you taken any undergraduate or graduate-level courses devoted specifically to 
educational measurement or assessment methods? 

 □ Yes □ No 

 
9. 

 
How many years (including this year) have you been teaching? (select only one) 

 □ 1 to 5 □ 6 to 10 □ 11 to 20 

 □ 21 to 30 □ More than 30 years  
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Section II.  Assessment Administration 
 
Instructions: For questions 10 to 14, please indicate whether you used each practice the last 
time you administered [assessment name].   
 

Instructional Practice Used the practice? 
Yes No 

10. Inform students why they are taking [assessment name] 
 □ □ 

11. Inform students about how [assessment name] will be scored or graded 
 □ □ 

12. Allow students to complete [assessment name] in small groups or pairs 
 □ □ 

13. Allow students to score their own [assessment name] 
 □ □ 

14. Allow students to score a classmate’s [assessment name] 
 □ □ 

 
15. Approximately how often is [assessment name] administered to your students?  

(select only one) 
 

 □ Every day □ Once a month 

 □ Once a week □ Once a grading period (e.g., once a quarter) 

 □ Once every two weeks □ Only in the fall 

 □ Once every three weeks □ In the fall and spring 

□ Other (please describe): 

 

 

16. How much time does your typical student spend on each administration of [assessment 
name]? (select only one) 
 

 □ Less than 15 minutes □ Between 30-60 minutes □ More than 2 hours 

 □ Between 15-30 minutes □ Between 1-2 hours 

 

17. Who is responsible for deciding when [assessment name] will be administered?  
(select only one) 

 □ Administrators at the district level decide on the schedule for administration 

 □ Administrators at the school level decide on the schedule for administration 
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 □ I decide on the schedule for administration within a limited window of time 

 □ I decide on the schedule for administration any time during the year 

 □ An assessment team, composed of teachers and/or administrators, decides on the  
   schedule for administration 

 □ Other (please describe): 

 

18. When [assessment name] is administered, are students with Individual Education Plans 
(IEPs) provided with the accommodations or modifications specified in their IEPs? 

 □ Yes □ No 

 
 

Section III.  Using Assessment Results 
 
Instructions: For questions 19 to 25, please indicate whether you used each practice the last 
time you administered [assessment name].   
 

Instructional Practice Used the practice? 
Yes No 

19. Once [assessment name] has been scored, go over all correct answers 
in class  
 

□ □ 

20. Have individual students track their progress by charting their 
[assessment name] scores  
 

□ □ 

21. Go over [assessment name] results, including growth and areas for 
improvement, with the whole class  
 

□ □ 

22. Go over [assessment name] results, including growth and areas for 
improvement, with individual students 
 

□ □ 

23. Set or revise learning goals with individual students based on 
[assessment name] results 
 

□ □ 

24. Set or revise learning goals with small groups of students based on 
[assessment name] results 
 

□ □ 

25. Communicate with parents about helping students get extra practice at 
home 
 

□ □ 

 
26. In what ways (if any) do you share [assessment name] results, including growth and areas 

for improvement, with parents? 
 
 



184 
 

 

 
 
 

Instructions: Questions 27 to 30 pertain to how you provide feedback to your students about 
their performance on [assessment name].  For each question, please rate your agreement with the 
statement using the scale below.  If you don’t know or have no opinion, select “No Opinion.”  If a 
statement does not apply to you or your school, select “Not Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 

Perception SA Sa No Sd SD NA 
27. When talking to my students about 

their academic goals, I am more likely 
to emphasize learning than [assessment 
name] scores  
  

□ □ □ □ □ □ 

28. When discussing [assessment name] 
results with my students, I am more 
likely to emphasize aspects of the 
questions or problems (e.g., showing 
work, sounding out unfamiliar words) 
than characteristics of the student (e.g., 
effort, persistence) 
 

□ □ □ □ □ □ 

29. When discussing [assessment name] 
results with my students, I am more 
likely to describe their performance 
relative to the other students in the 
class than to describe their 
performance on its own terms 
 

□ □ □ □ □ □ 

30. When communicating [assessment 
name] results to students, I tell them 
concrete strategies they can use to 
improve 
 

□ □ □ □ □ □ 

 
 

31. Who is responsible for scoring [assessment name]? (select only one) 
 

 □ I score the entire assessment (skip to question 35) 

 □ I score part of [assessment name] 

 □ I do not score any part of [assessment name] 
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32. Approximately how many days does it take to receive any externally-scored [assessment 
name] results after completing the test? (select only one) 
 

 □ Results are available immediately  after test administration 

 □ Results are available within a few days of testing 

 □ Results are available within a week of testing 

 □ Results are available within a few weeks of testing 

 □ Other (please describe):  

 

 

33. When you receive externally-scored [assessment name] results, do you have access to the 
exact items students were administered? 

 □ Yes □ No 

 If you answered “no,” skip to question 35. 

34. When you receive externally-scored [assessment name] results, do you have access to 
students’ incorrect answers?  

 □ Yes □ No 

35. Are [assessment name] scores used in the assignment of student letter grades or 
proficiency status on formal reports? 

 □ Yes □ No 

 If you answered “no,” skip to question 37. 

 
36. Please describe how [assessment name] scores are used in the assignment of student letter 

grades or proficiency status on formal reports: 
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Instructions:  For questions 37 to 47, please indicate whether you used [assessment name] 
results for each purpose the last time you administered [assessment name].     
 

Deciding what to teach 
Used results for 
this purpose? 

Yes No 
37. Aligning instruction more closely to [assessment name] by increasing 

emphasis on tested content or decreasing emphasis on un-tested 
content 
 

□ □ 

38. Identifying content/skills for re-teaching 
 □ □ 

39. Selecting leveled texts or other leveled classroom materials 
 □ □ 

40. Diagnosing individual student learning needs 
 □ □ 

41. Diagnosing group learning needs 
 □ □ 

Deciding how to teach   
42. Selecting alternative teaching strategies 

 □ □ 

43. Modifying the pace/sequence of the curriculum 
 □ □ 

44. Discussing some students’ results with other teachers or support staff 
to coordinate instruction 
 

□ □ 

Grouping students   
45. Grouping students by ability level within the classroom for 

reading/math instruction 
 

□ □ 

46. Identifying students for placement into remedial or accelerated classes 
 □ □ 

47. Identifying students for individual tutoring 
 □ □ 

 
48. Please describe any other ways in which you use [assessment name] results to inform or 

modify your instruction: 
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Section IV.  Perceptions of the Assessment 
 
Instructions:  Questions 49 to 63 pertain to your perceptions about [assessment name] in terms 
of how useful you find it for improving teaching and learning.  For each question, please rate 
your agreement with the statement using the scale below.  If you don’t know or have no opinion, 
select “No Opinion.”  If a statement does not apply to you or your school, select “Not 
Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 

Perception SA Sa No Sd SD NA 
49. Administering [assessment name] 

causes an interruption to my regular 
instruction 
 

□ □ □ □ □ □ 

50. Given adequate time, [assessment 
name] provides information I can use 
to identify individual student strengths 
and weaknesses 
 

□ □ □ □ □ □ 

51. Given adequate time, [assessment 
name] provides information I can use 
to identify group strengths and 
weaknesses 
 

□ □ □ □ □ □ 

52. Given adequate time, the information 
provided allows me to effectively 
target instruction to individual students 
 

□ □ □ □ □ □ 

53. Given adequate time, the information 
provided allows me to effectively 
target instruction to groups of students 
 

□ □ □ □ □ □ 

54. [Assessment name] provides 
information that I currently do not get 
from other sources (e.g., classroom 
tests or assignments, my own 
observations) 
 

□ □ □ □ □ □ 

55. [Assessment name] is closely aligned 
to my school’s curriculum 
 

□ □ □ □ □ □ 

56. [Assessment name] is relevant to my 
instruction 
 

□ □ □ □ □ □ 
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Perception SA Sa No Sd SD NA 
57. The questions on [assessment name] 

resemble the types of questions or 
problems I use on classroom 
assessments or assignments 
 

□ □ □ □ □ □ 

58. [Assessment name] is long enough to 
provide adequate information about 
students’ knowledge and skills 

□ □ □ □ □ □ 

59. The score reports are easy to read and 
interpret 
 

□ □ □ □ □ □ 

60. The timing of test administration is 
designed to support my instruction    
 

□ □ □ □ □ □ 

61. [Assessment name] is administered too 
often 
 

□ □ □ □ □ □ 

62. I am comfortable teaching the content 
on the [assessment name] 
 

□ □ □ □ □ □ 

63. [Assessment name] is critical to my 
instruction 
 

□ □ □ □ □ □ 

 
64. Which aspects of [assessment name] are most useful? 

 
 
 

65. Which aspects of [assessment name] could be improved? 
 
 
 

 
Section V.  Perceptions of School Climate 
 
Instructions:   Questions 66 to 73 pertain to your perceptions about the supportiveness of your 
school climate.  Please rate your agreement with each statement using the scale below.  If you 
don’t know or have no opinion, select “No Opinion.”  If a statement does not apply to you or your 
school, select “Not Applicable.” 
 

Strongly 
Agree 

SA 

Slightly 
Agree 

Sa 

No 
Opinion 

No 

Slightly 
Disagree 

Sd 

Strongly 
Disagree 

SD 

Not 
Applicable 

NA 
 
   



189 
 

 

Perception SA Sa No Sd SD NA 
66. I have access to the technology I need 

to effectively implement [assessment 
name] (e.g., a computer to administer 
[assessment name] or access results) 
 

□ □ □ □ □ □ 

67. I have enough time to thoroughly 
review and interpret assessment results 
 

□ □ □ □ □ □ 

68. There is scheduled time during the 
school year for me to reteach elements 
of the curriculum that students have 
not mastered 
 

□ □ □ □ □ □ 

69. There is adequate time during the 
school year to reteach elements of the 
curriculum that students have not 
mastered 
 

□ □ □ □ □ □ 

70. There is scheduled time during the 
school year for me to meet with grade-
level peers to discuss and interpret 
[assessment name] results 
 

□ □ □ □ □ □ 

71. There is adequate time during the 
school year for me to meet with grade-
level peers to discuss and interpret 
[assessment name] results 
 

□ □ □ □ □ □ 

72. My colleagues and I are encouraged to 
collaborate with one another on ideas 
for reteaching areas of the curriculum 
that students have not mastered 
 

□ □ □ □ □ □ 

 
73. What (if any) are the most significant barriers to your effective use of [assessment name] 

to improve teaching and learning? 
 
 
 

 
Section VI. Professional Development  
 
74. Have you received any professional development opportunities or training in interpreting 

and/or using the results of [assessment name]? 
 

 □ Yes □ No 

If you answered “no,” skip to question 81. 
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75. Who delivered the professional development? (select all that apply) 

 □ School administrator (principal or assessment coordinator) 

 □ District administrator 

 □ AEA representative 

 □ Outside consultant 

 □ Another teacher 

 

□ Other (please describe):  

 

 

76. What was the focus of this professional development? (select all that apply) 

 □ The purpose of [assessment name] 

 □ How to administer [assessment name] 

 □ How to score [assessment name] 

 □ How to interpret scores 

 □ How to modify instruction in response to results 

 

□ Other (please describe): 

 

 

77. Approximately how many hours did you spend on these activities? 

 □ 1-2 hours □ 4-6 hours □ 8-10 hours □ More than 10 hours 

78. How effective was this professional development in preparing you to use assessment 
results to improve teaching and learning? 

 □ Very effective □ Somewhat effective □ Not at all effective 

79. Was there any follow-up to this professional development or were the practices 
otherwise reinforced once you returned to your classroom? 

             □ Yes □ No 
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80. What (if any) were the most beneficial aspects of this professional development? 

 

 

81. What (if any) were the least beneficial aspects of this professional development? 

 

 

82. Do you feel you need additional training in order to effectively use assessment results to 
improve teaching and learning? 

 □ Yes □ No 

If you answered “no,” skip to question 83. 

83. What sort of training would be most helpful to you? (select all that apply) 

 □ The purpose of [assessment name] 

 □ How to administer [assessment name] 

 □ How to score [assessment name] 

 □ How to interpret scores 

 □ How to modify instruction in response to results 

 □ Other (please describe): 

 

 

84. Please describe the types of professional development activities that would be most helpful 
to you: 

 

 

 

85. Do you have any questions or additional comments about [assessment name] or this 
survey? 

 

 

 

 
THANK YOU! 
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Optional Self-scoring Item Set 
 

Perception SA Sa No Sd SD NA 
I am comfortable using the scoring rubric 
 

□ □ □ □ □ □ 

The scoring rubric is too subjective 
 □ □ □ □ □ □ 

My colleagues and I score [assessment 
name] similarly 
 

□ □ □ □ □ □ 

The scores I assign are fair 
 

□ □ □ □ □ □ 

Results from [assessment name] would be 
more useful if the rubric were more 
objective 
 

□ □ □ □ □ □ 

 

 


