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Figure 11. Composite of the King et al. (2000) driver model (black boxes) and ACC 
model (white boxes), detailed states and transitions within 'ACC speed control' and 
'ACC distance control' states.  Error states are indicated with a vertical hashed 
border. 
 
 

This systematic modeling approach revealed what feedback is currently missing 

or incorrect as supplied from standard ACC interfaces.  Each driver model of ACC 

represented driver understanding of ACC as informed from the respective interface.  

Gaps or inconsistencies in understanding were any error states that occur within the 

composite model.  To conform to the ACC system model and to unambiguously inform 

drivers of the ACC’s behavior, an ACC interface should indicate set speed, current speed, 

set headway, current headway, ACC activation (on, off, standby), if the LV is detected, 
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Figure 13. Driver response timeline.  Interaction failures include latent failures and 
response failures.  Model predictions indicate the difference between anticipatory 
responses (-RT) and delayed responses (+RT).  RT is reaction time. 
 
 
 

Driving events that induce ACC failures vary according to their environmental 

predictability and situation dynamics.  In terms of Figure 13, these differences are 

represented according to the temporal spacing of the response boundaries (i.e., change in 

condition, precipitating event, collision): for environmental predictability, by the timing 

between change in condition and precipitating event, and for situation dynamics, by the 

timing between precipitating event and collision.  The variance between these boundaries 

necessitates that driver reaction time (RT) be interpreted relative to the response 

boundaries.  The precipitating event, as the failure-inducing event, is the zero point for 

calculating RT (see the boundary for -RT and +RT in Figure 13).  

Calculating response threshold.  The lower bound for a driver’s control response 

(i.e., disengaging ACC) is at the point where an event is first perceptible—a just-

noticeable difference (JND).  Essentially, such a response occurs provided the perception 
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Trial types 

The non-failure trials were designed with the same situational factors as the 

failure trials in which the difference between these trial types was the presence of a 

precipitating event, which occurred only in failure trials.  In terms of display 

implications, in the non-failure trials, the display transitioned to but did not exceed limit 

boundaries, while in the failure trials the display transitioned to and crossed limit 

boundaries.  Transitioning to limit boundaries in the non-failure trials allowed for 

analysis of driver response in the period following a change in condition but prior to a 

precipitating event (refer to Figure 13 from Chapter III).  A response to disengage the 

ACC was only necessary in failure trials following the failure point.  In all failure trials, if 

drivers did not respond to the failure, they would collide with the LV.  In this design, 

driver response (i.e., brake press or “Off” button press) was a behavioral indicator of 

mental model accuracy; drivers who were aware of the limits of ACC and its proximity to 

those limits were predicted to disengage ACC prior to the failure point, and in the non-

failure trials.   

Regardless of failure occurrence, each 3-minute trial followed this sequence: 

randomly placed 30–60 seconds into a trial, a change of condition occurred that 35-

seconds later resulted in a near-failure or actual failure, dependent on the trial type; see 

“Change Condition Period” in Figure 31.  The initial 30–60 seconds provided a period of 

normal ACC operation, during which drivers had sufficient time to accelerate to the set 

speed and to engage ACC.  After the event/failure occurred, the driving conditions 

returned to steady state.  The total time elapsed from the change in condition to the return 

to steady state was 2-minutes, labeled “Event Period” in Figure 31.  The period following 
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the end of change in condition provided drivers time to recover from an ACC failure (if 

one occurred) and to re-engage the system.     

 
 
 

 
Figure 31. Trial timeline. 
 
 
 

Event types 

 
 The 24 trials (12 non-failure; 12 failure) introduced situational factors and vehicle 

dynamics that are reported in the literature as problematic to drivers in use of ACC 

(Hoedemaeker, 2000; Nilsson, 1995; Rudin-Brown & Parker, 2004; Stanton et al., 1997; 

Zheng & McDonald, 2005).  These scenarios were grouped into four categories: 1) 

braking limits, 2) sensing limits (i.e., degraded sensors in heavy rain), 3) detection range 

limits (i.e., lateral detection range limits in curves), and 4) setting limits (i.e., set velocity 

deviant from LV velocity until induced following speed drops below operating limit).   

For each of these four scenario categories, a representative event type was 

created; the model findings (from Chapter III) informed the selection of parameter 

settings.  Each event type occurred once as a failure trial and once as a non-failure trial 

within a block of drives; the order of the event types within a block were randomized.  

 



 105  

The events were replicated in each of the three blocks, for a total of three non-failure and 

three failure trials of each event type.   

For all event types, the change condition period lasted 35 ± 1.6 seconds, and the 

event period lasted two minutes.  Due to the event-specific dynamics required to induce 

failures, the failure periods were necessarily different amongst event types.  For instance, 

the braking exceedence event type required a large deceleration by the LV in a short 

amount of time to induce ACC to exceed its deceleration capabilities.  In contrast, the LV 

needed to gradually decelerate in the setting exceedence event type to stay within the 

ACC’s deceleration capability while at the same time causing the driver vehicle’s 

following velocity to drop below 20 mph—ACC’s lower functional velocity limit.  For 

braking exceedence, sensor degradation, lateral detection range exceedence, and setting 

exceedence event types, the failure periods (i.e., length of time ACC’s operational limits 

were exceeded) were 5.53 s, 30.3 s, 8.52 s, and 11.05 s in duration, respectively.  In the 

non-failure trials, this period of time represented the time during which the same event 

was initiated as in the failure trial but to a reduced extent—the ACC’s limits were 

reached but not exceeded.  For braking exceedence, sensor degradation, lateral detection 

range exceedence, and setting exceedence event types, the failure period during non-

failure trials lasted 5.4 s, 21.8 s, 9.71 s, and 16.08 s, respectively.   

Baseline conditions for all event types were as follows:  varied velocity of a LV 

according to a sinusoidal pattern, constant light rain, two 45o-curves per minute, and 

periodic signed speed limit changes.  These baseline conditions normalized the 

probability of any particular event type occurring so that drivers had to rely on their 

mental model of the ACC’s operational capabilities rather than on situational cues to alert 
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them to changes in the appropriateness of using ACC.  Further, the events were designed 

to gradually approach ACC’s limits so that drivers were responsive based on the 

information provided through the feedback interface and in turn their mental model of 

ACC’s capabilities rather than on overt situational cues.   

The scenario details and ACC’s associated response for the four event types were 

as follows: 

1) Braking exceedence.  For this event type, at the start of the change in condition, the 

LV initiated more frequent, more intense velocity fluctuations in response to an 

increase in surrounding traffic.  For the event, the LV decelerated at a rate that 

induced the ACC to respond with a system brake slightly less than 0.2 g.  For the 

failure, the LV decelerated at a rate that maximized the 0.2 g brake response of the 

ACC.  Following the event/failure, the magnitude and frequency of the LV velocity 

decreased over time in tandem with a decrease in the rate of traffic.  At the end of the 

2-minute period, the LV velocity normalized at 50 mph.  In response to the braking 

exceedence (> 0.2 g required deceleration to maintain a 1.5s THW to the LV), ACC 

would maximize at a 0.2 g deceleration for one second; after 1-second of required 

maximum deceleration, it would transition to standby mode, releasing all brake 

pressure.  

2) Sensor degradation.  In this condition, at the start of the change in condition, the rain 

increased gradually and the level of fog drew closer, reaching its maximum rain level 

and closest fog distance at the event/failure.  The rain level was 20% higher and the 

fog level 100 m closer for the failure than for the event.  Following the event/failure, 

the rain level decreased over time and the fog distance increased, returning to baseline 
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condition at the end of the 2-minute period.  In response to a degraded, non-functional 

sensor, and consequently unable to detect the presence of a LV, ACC would 

accelerate to 55 mph.     

3) Lateral detection range exceedence.  In this event type, at the start of the change in 

condition, the roadway curved 90o.  After 400 m, the roadway again curved 90o.  

During this second 90o-curve, the LV moved off-center of the lane at the apex of the 

curve towards the inner part of the curved roadway.  In the failure, the LV offset was 

0.5 m greater than in the event, thus moving the LV slightly outside of the lane.  

Following the event/ failure the LV corrected its offset gradually, returning to a 

centered roadway position by the end of the 2-minute period.  In situations in which 

the LV moved outside of ACC’s lateral detection range, ACC would accelerate to 55 

mph as it was unable to detect the presence of the LV.   

4) Setting exceedence.  For this event type, the LV began a gradual deceleration to 30 

mph at the change in condition in response to a signed slower speed section of urban 

roadway.  The LV initiated a deceleration to 20 mph (the minimum functional speed 

of the ACC) for the event.  In the failure, the LV initiated a gradual deceleration to 15 

mph.  Following the event/failure, the LV accelerated to 30 mph, maintaining this 

speed for the duration of the slower speed section, returning to 50 mph at the end of 

the 2-minute period when the signed speed limits were posted.  In response to a LV 

decelerating below its minimal functional speed of 20 mph, ACC would transition to 

standby, releasing all brake pressure. 

The response of ACC to the event types is consistent with current ACC system 

design.  Specifically, according to ISO standards, the average deceleration capability is 

 



 108  

not to exceed 2.0 m/s2 (0.2 g), nor should there be a sudden brake force release in the 

case of an automatic deactivation of the ACC system.  When ACC is active (set), the 

vehicle speed should be controlled automatically to maintain a clearance to a detected 

forward vehicle, or to maintain the set speed, whichever speed is lower (i.e., if the lead 

vehicle is not detected, the ACC will function to maintain set speed).  The minimum set 

speed should be greater than or equal to 7 m/s (16 mph), and if the vehicle’s speed drops 

below this minimum velocity the ACC system may drop from active state to standby state 

(ISO/PWI 15622, 2007).  

Interface implications.  The four described event types induced interface changes 

that were designed to surpass drivers’ perceptual boundaries.  The continuous 

visual/auditory changes were calibrated to exceed two perceptual levels during the 

change in condition period, and to exceed another level to signal the failure point.  The 

magnitude of the changes for each level adhere to Stevens’ power law (which describes 

the relationship between the magnitude of a physical stimulus and its perceived intensity) 

to ensure driver perception (Stevens, 1957).  For example, in referring to the visual 

changes of the visual continuous display that occurred for each event type as shown in 

Figure 32, the length of the black bar, which signaled the difference in set speed and 

ACC’s adapted speed, doubled for each level change.  In terms of the auditory interface’s 

equivalent cue: loudness of the interval beep doubled with each level change, i.e., the 

sound intensity of the beep increased 10-dB for each level (Stevens, 1957). 
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Figure 32. Visual continuous display implications by event type. 
 
 
 

At failure point, for the braking event type, the yellow hazard shape continued to 

display on screen for 1-second and the warning tone continued to sound for 1-second 

before ACC transitioned to standby in the visual and auditory continuous interface 

conditions, respectively.  For the visual and auditory discrete warning conditions, the 

hazardous shape and the hazardous tone, respectively, were delivered for 1-second.  At 

failure point for the sensing and setting event types, the shape disappeared from the 

screen in the visual continuous interface condition, and the sound streams were no longer 

audible in the auditory continuous interface condition.  For the discrete warnings in these 

event types, no alerts were delivered per ISO standards, which do not require drivers to 

be informed of when a LV is or is not detected (ISO/PWI 15622, 2007).  At failure point 
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for the setting event type, ACC immediately transitioned to standby mode, thus the shape 

disappeared and the background shifted from white to gray in the visual continuous 

interface condition, while in the auditory continuous interface condition, the sound 

changed to the standby tone.  In the discrete warning conditions, the setting event type 

failure point was indicated with the hazard shape and the warning tone for the visual and 

auditory conditions, respectively. 

Dependent variables  

Data were collected to assess the costs and benefits of continuous information.  

The dependent measures collected are shown in Table 8, grouped according to their high-

level constructs. 

 
 

Table 8. Experimental Analysis Design 

CONSTRUCT DEPENDENT VARIABLE  DEPENDENT MEASURE

 RT to Event/Failure
 THW/TTC at Response

  Frequency of Responses Prior to Event/Failure

 Time to Re-Engage ACC Following Failure
 THW/TTC at Point Re-Engaged
 Amount of Time ACC Engaged

 System Trust Questionnaire Ratings
  Interval Trust Questionnaire Ratings

Mental Model  Accuracy  Scored Questionnaire Ratings

 Steering Velocity
 Time-to-Line Crossing
 Lane Exceedences

 Signal RT
 Sensitivity; Response Bias

 Usability Questionnaire Rating
 Mental Effort Questionnaire Rating

Trust   Subjective Trust

  Driver Response Relative to 
Event Boundaries

Reliance

Driver-ACC 
Interaction  

Interface Design 
Quality

  Perceived Benefit of Interface

Visual and 
Cognitive 

Distraction

  Driving Task Performance

  Secondary Task Performance
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Results 

The analyses presented here are those data collected from Blocks 1-3 for each 

interface condition.  Block 0 served as practice to allow drivers to become acquainted 

using ACC and its associated feedback interface.  Data were analyzed using the mixed 

model procedure in SAS 9.2.  The analysis of variance (ANOVAs) included modality and 

display as between-subjects factors; trial type and event type were included as repeated 

measures factors nested within block.  Based on (AIC) fit statistics, an autoregressive 

covariance structure was applied to account for time dependence between repeated 

measures.  A level of α = .05 was adopted to test for significance of effects; only 

significant effects are reported unless non-significance is notable.  When applicable, 

marginally significant results are discussed; these are defined as a α-value between 0.051 

and 0.1.  Post-hoc comparisons were evaluated using student’s t-tests.  The figures show 

standard error (SE) bars of ± 1 SE for each mean.     

Measures collected within trials were analyzed according to the trial timeline 

from Figure 31.  There are three meaningful periods within a trial: (1) from the change in 

condition start to the end of the change in condition, i.e., Event Period; (2) from the 

change in condition start to the start of the event/failure, i.e., Change Condition (CC) 

Period; and (3) from the event/failure start to the event/failure end, i.e., Failure Period.  

Data analyses presented in this section will refer to these periods.  Due to these 

differences in failure period between event types, results are summarized according to 

event type for trial-specific analyses.   

The results are organized according to the dependent variables from Table 8.  

Dependent measures for driver response relative to event boundaries, and for reliance 
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indicate the effect of continuous information on driver interaction with ACC.  Dependent 

measures of trust and mental model accuracy, and an analysis of their influence on driver 

response are reported to determine the role of implicit and explicit knowledge on driver–

ACC interaction.  Dependent measures for driving and secondary task performance 

indicate effort and distraction consequences of continuous information.  Finally, 

measures of the perceived benefit of the interfaces are included to assess the design 

quality of the continuous interfaces. 

Effect of continuous information on driver interaction with ACC 

This section reports results for driver response to event boundaries and for 

reliance. 

Driver response relative to event boundaries 

 
In the non-failure and failure trials, drivers experienced a change in condition 

followed by either an event or failure, respectively.  Drivers were instructed to monitor 

ACC and to disengage it if they felt that the ACC would not operate within its limits.  In 

the non-failure trials, because ACC reached its limits but did not cross them and therefore 

remained engaged and functional, only a proportion of drivers responded to the event and 

initiated either a brake response or an ‘Off’ button response.  In failure trials, the situation 

dynamics necessitated a response to avoid collision, therefore on all but two instances 

when collisions occurred and excluding those cases in which drivers did not have ACC 

engaged when the failure occurred, there was a reaction time to the failure for each trial.  

Based on these response differences, non-failure trials were analyzed separately from 

failure trials.  Reaction time (RT) was calculated from the start of the event/failure to a 
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brake response greater than 0.05 (above noise level) or to an ‘Off’ button press, 

whichever occurred first.  RTs that occurred prior to the event/failure were negative 

values.  Outlier change-in-condition RTs (< -6 s) were identified and examined—those 

that were a true response to the change in condition were re-coded as a -1 to prevent an 

artificially deflated mean and unrepresentative standard error. 

RT to event/failure.  For failure trials, drivers responded faster to failures with use 

of the continuous interfaces (M = 4.0, SE = 0.173) as compared to the discrete warnings 

(M = 4.5, SE = 0.175), F(1, 192) = 3.99, p = .047; this display effect is dependent on 

event type, F(3, 376) = 2.96, p = .032 (see Figure 33).  Reaction times were significantly 

different between event types, F(3, 376) = 45.95, p < .0001.  Sensing RTs in particular 

were longer than the other three event types (M = 6.45, SE = 0.232; braking: M = 2.94, 

SE = 0.239; lateral: M = 3.4, SE = 0.241; setting: M = 4.2, SE = 0.247).  Post-hoc t-tests 

indicated that the RTs for braking, sensing, and lateral failures were significantly 

different between display conditions, t(83) = 3.42, p = 0.001, t(140) = 1.98, p = 0.05, and 

t(129) = 2.04, p = 0.044, respectively.  Setting failure RTs did not significantly differ 

between display conditions, t(83) = -1.24, p = 0.217.  The main effect of modality 

approached significance, F(1, 192) = 3.06, p = .082, in which auditory responses were 

faster than visual responses (auditory: M = 4.03, SE = .173; visual: M = 4.47, SE = .176). 
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Figure 33. Driver RT to ACC failures in failure trials by event type for each 
interface condition. 
 
 
 

The 500 ms reaction time benefit afforded by continuous displays as compared to 

discrete displays is practically significant.  To provide context, display interventions 

discussed in collision warning literature report RT benefits on the order of 100-200 ms.  

Graham (1999) compared auditory icons that conveyed information about system events 

(e.g., tire skid, horn) to those that emitted only a single tone for use as emergency 

warnings; the meaningful warning sounds produced faster reaction times on the order of 

70-120 ms compared to the non-informative auditory tone.  Scott and Gray (2008) 

considered how the effectiveness of rear-end collision warnings depended on sensory 

modalities: tactile, auditory, visual, and no warning as a baseline.  They reported brake 

RTs were ~100 ms faster between each condition ordered from fastest (tactile) to slowest 

(no warning: e.g., 0.9s, 0.8s, 0.7s, 0.6s for tactile, auditory, visual, no warning, 
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respectively).  An additional half-second to respond to an automation failure is 

considerable. 

For non-failure trials, the paucity of the RTs made it infeasible to conduct an 

ANOVA.  A count of the number of RTs by event type for each display condition, 

however, was consistent with the observed benefit of continuous over discrete displays 

found in the failure trials (see Table 9). 

 

Table 9. Driver Responses to Non-Failure Events  

Frequency of Responses #

Braking Exceedence *
Discrete display 39
Continuous display 52

Sensor Degradation
Discrete display 1
Continuous display 1

Lateral Detection Range Exceedence
Discrete display 0
Continuous display 1

Setting Exceedence *
Discrete display 8
Continuous display 19

TOTAL
Discrete display 48
Continuous display 73

* Indicates p < .05  
 
 
 

In particular, braking and setting event types resulted in an increased number of 

responses in non-failure trials for the continuous display conditions compared to the 

discrete display conditions, λ(1) = 6.26, p = .012; λ(1) = 7.97, p = .005.  In the braking 
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event type, the mean values for these RTs are consistent with the faster reaction times for 

continuous displays observed in the failure trials: continuous: M = 3.18, SE = 0.198; 

discrete: M = 3.96, SE = 0.24 (SEs are reported from a one-way ANOVA of braking RTs 

for display). 

THW/TTC at response.  Reporting time headway (THW) and time-to-collision 

(TTC) at failure response indicates the severity of the driving situation when drivers 

disengaged ACC.  Such measures also allow for framing driver RTs according to 

response thresholds (as detailed in Chapter III).  In particular, a 3-second to 4-second 

TTC represents the boundary below which drivers unintentionally find themselves in a 

dangerous situation; above this boundary they are more likely to remain in control (Hirst 

& Graham, 1997; Horst, 1984; Maretzke & Jacob, 1992).   

For THW, drivers responded at larger (i.e., safer) distances with use of the 

auditory interfaces compared to the visual interfaces, F(1, 138) = 8.44, p < .01, and with 

use of the continuous interfaces compared to the discrete warnings, F(1, 138) = 24.64, p 

< .0001 (see Figure 34).  Primarily based on the dynamics of the event types, drivers 

responded at varying time distances for the different events, F(3, 364) = 468.6, p < .0001 

(braking: M = 1.24, SE = 0.018; sensing: M = 0.868, SE = 0.017; lateral: M = 0.97, SE = 

0.018; setting: M = 1.68, SE = 0.018).  Interestingly, the longer RTs for the sensor 

degradation event type had the consequence of short time headways (< 1 s), indicating 

that drivers either were unaware for longer that ACC’s sensor were not functioning or 

simply that they waited to determine if a response was required.  Drivers were responsive 

to setting exceedences, initiating a response at a safe distance from the LV. 
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Figure 34. Time headway (THW) at failure response by event type for each interface 
condition.  THW is reported in seconds. 
 
 
 

For TTC at brake response, the main effects of modality, F(1, 137) = 13.67, p < 

.001, display F(1, 137) = 12.82, p < .001, and event type F(3, 355) = 53.90, p < .0001, are 

discussed according to their interaction with event type (modality x event type: F(3, 355) 

= 4.29, p = .005; display x event type: F(3, 355) = 4.82, p = .003).  The larger (i.e., safer) 

TTCs for auditory over visual modalities are particularly prominent for setting failures.  

The continuous interfaces offered a clear advantage over the discrete ones for sensing 

failures, though across failure types the auditory continuous interface in particular 

afforded the safest response (see Figure 35).   
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Figure 35. Time-to-collision (TTC) at failure response by event type for each 
interface condition.  TTC is reported in seconds. 
 
 
 

Drivers responded above the 4-second TTC threshold for the sensing, lateral, and 

setting failures (sensing: M = 5.8; lateral: M = 5.41; setting: M = 7.24).  For the braking 

failure, all mean responses were below the 4-second threshold, though when compared to 

a 3-second TTC threshold, only the auditory continuous interface condition resulted in a 

mean TTC at response above three seconds (visual discrete: M = 2.11; visual continuous: 

M = 2.47; auditory discrete: M = 2.17; auditory continuous: M = 3.28).  When compared 

to the RT results, the pattern of TTC at response is consistent across event type: faster 

RTs led to larger TTC values. 

Frequency of responses prior to the event/failure point.  Driver responses in the 

change condition period precede the failures or near-failures of ACC and indicate 

informed mental models and/or conservative, responsive driving behavior.  The number 

of these proactive responses provides a measure of driver responsiveness to the task of 
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monitoring ACC and of assessing its appropriateness of use.  A count of the number of 

RTs in the change condition (CC) period by event type further supports the continuous-

over-discrete display benefit seen in the RT and THW/TTC at RT data.  This benefit is 

evident in both failure (λ(1) = 12.65, p < .001) and non-failure (λ(1) = 13.69, p < .001) 

trials (see Table 10).  In failure trials, the continuous displays resulted in more frequent 

CC RTs for sensing and setting failures, λ(1) = 6.26, p = .012; λ(1) = 3.83, p = .05, 

respectively, as compared to the discrete displays.  In non-failure trials, there were more 

CC RTs for braking and setting event types, λ(1) = 6.26, p = .012; λ(1) = 7.97, p = .005, 

respectively, in continuous display conditions than in the discrete display conditions. 

 
 
Table 10. Driver Responses to Events/Failures in Change Condition Periods 

Frequency of Responses # (In Failure Trials) # (In Non-Failure Trials)

Braking Exceedence **
Discrete display 0 0
Continuous display 2 6

Sensor Degradation *
Discrete display 0 0
Continuous display 6 0

Lateral Detection Range Exceedence
Discrete display 0 0
Continuous display 1 0

Setting Exceedence *  **
Discrete display 1 1
Continuous display 6 10

TOTAL * **
Discrete display 1 1
Continuous display 15 16

* Indicates p  ≤ .05 for Failure Trials; ** Indicates p  < .05 for Non-Failure Trials  
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Reliance 

Reliance on ACC was measured in three ways: 1) amount of time that elapsed 

following an ACC failure until drivers re-engaged ACC, 2) THW/TTC at the point 

drivers re-engaged ACC, and 3) amount of time ACC was engaged during the trials.  

‘Engaged’ refers to when ACC was on and set; standby mode and off were coded as ‘not 

engaged’. 

Time to re-engage ACC following failure.  Following a brake/’off’ button 

response to the ACC failure in the failure trials, drivers re-engaged ACC at the point they 

felt comfortable using the system again.  Across modality and display interface 

conditions, there were no significant differences in the amount of time elapsed until 

drivers re-engaged ACC.  RTs differed as a function of event type, however, due 

primarily to the differences in failure times, F(3, 329) = 39.63, p < .0001 (braking: M = 

22.21, SE = 1.7; sensing: M = 31.15, SE = 1.73; lateral: M = 27.13, SE = 1.75; setting: M 

= 42.84, SE = 1.65). 

THW/TTC at point re-engaged.  For THW and TTC values at the point drivers re-

engaged ACC, there were no significant differences for interface conditions.  A 

significant effect of event type for THW and TTC indicates that drivers adopted longer 

THWs following braking and setting failures (THW: F(3, 339) = 2.98, p = .032; braking: 

M = 2.55, SE = 0.146; sensing: M = 1.67, SE = 0.149; lateral: M = 1.5, SE = 0.151; 

setting: M = 2.6, SE = 0.141) but at faster closing speeds (TTC: F(3, 311) = 15.65, p < 

.0001; braking: M = 16.16, SE = 0.431; sensing: M = 17.72, SE = 0.44; lateral: M = 

17.58, SE = 0.446; setting: M = 17.21, SE = 0.418).  TTC at point re-engaged also 
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2) Percent of time ACC was appropriate to use within a trial, i.e., event period excluding 

the failure and change condition periods (see values in column entitled “ACC 

Capability 2” in Table 11)  

3) Percent of trials that ACC was fully functional (see values in column entitled “ACC 

Capability 3” in Table 11)  

To explicitly compare driver trust to automation capability, a subjective measure 

of perceived reliability of ACC would allow for subtraction from the ACC capability 

calculations (Kantowitz, Hanowski, & Kantowitz, 1997; Wickens et al., 2000).  In this 

study, however, drivers were not asked to provide a rating of perceived reliability.  An 

indirect means to calculate perceived reliability is through the amount drivers used ACC 

(Kantowitz et al., 1997; Merlo, Wickens, & Yeh, 1999; Parasuraman, Mouloua, & 

Molloy, 1996).  Reliance amounts, according to the periods specified in the definition of 

ACC capability, however, did not reveal differences by interface condition.  Interval trust 

ratings compared to ACC capability indicate relative differences; these differences 

provide a crude metric of trust calibration.  The column in Table 11 entitled “Driver Trust 

(DT)” lists the means from the interval trust ANOVA for non-failure and failure trials by 

event type x display type.  These mean values are subtracted from the ACC capability 

calculations (see columns entitled “ACC 1/2/3 - DT” in Table 11) to indicate trust 

calibration, in which the trust ratings are assumed to represent drivers’ reliability rating.  

If calculated based on non-failure periods within trials, discrete display conditions afford 

more calibrated trust than the discrete display conditions.  If calculated based on 

appropriate periods of use, or on percent of trials during which ACC is fully functional, 

the continuous display conditions afford more calibrated trust than the discrete display 
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conditions (see the framed mean difference averages in Table 11).  This exercise 

demonstrates the importance of defining an automation system’s “capability” as this 

definition determines how trust ratings are interpreted.   

 
 
Table 11. Calculations of Trust Calibration According to ACC Capability 

APPROPRIATE TRUST

Driver 
Trust 
(DT)

ACC 
Capability 1 

(≠ F periods)
ACC 1 
- DT

ACC 
Capability 2 
(≠ F + CC 

periods)
ACC 2 
- DT

ACC Capability 
3 (≠ failure 

trials)
ACC 3 
- DT

Non-Failure Trials
     Discrete display

Braking 0.82 1.00 0.18 0.74 0.08 0.5 0.32
Sensing 0.85 1.00 0.15 0.71 0.13 0.5 0.35
Lateral 0.84 1.00 0.16 0.71 0.14 0.5 0.34
Setting 0.83 1.00 0.17 0.71 0.12 0.5 0.33

0.17 0.12 0.34
     Continuous display

Braking 0.75 1.00 0.25 0.74 0.01 0.5 0.25
Sensing 0.78 1.00 0.22 0.71 0.07 0.5 0.28
Lateral 0.79 1.00 0.21 0.71 0.08 0.5 0.29
Setting 0.76 1.00 0.24 0.71 0.05 0.5 0.26

0.23 0.05 0.27
Failure Trials
     Discrete display

Braking 0.82 0.95 0.14 0.69 0.13 0.5 0.32
Sensing 0.72 0.75 0.02 0.46 0.26 0.5 0.22
Lateral 0.76 0.93 0.17 0.64 0.12 0.5 0.26
Setting 0.80 0.91 0.11 0.62 0.18 0.5 0.30

0.11 0.17 0.27
     Continuous display

Braking 0.70 0.95 0.25 0.69 0.01 0.5 0.20
Sensing 0.66 0.75 0.09 0.46 0.20 0.5 0.16
Lateral 0.72 0.93 0.21 0.64 0.08 0.5 0.22
Setting 0.75 0.91 0.16 0.62 0.13 0.5 0.25

0.18 0.10 0.21

F refers to failure, CC to change condition.  
 
 
 

Given the limitations in this study, as discussed above, of directly comparing 

automation capability and trust, another way of analyzing trust calibration is to determine 

if trust changes in the same direction and in proportion to changes in automation 

capability (Lee & See, 2004: 55).  At a basic functional level, automation either is or is 

not operating properly; thus, at any given moment, its capability is either 100% or 0%.  
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Trust calibration, then, should reflect automation’s moment-to-moment shift in 

capability.  The interval trust ratings were collected at a rate intended to capture moment-

to-moment trust changes but the 3-minute intervals between ratings still introduce some 

calcula

te 

ete 

 F(1, 

 drivers 

st ratings across 

all trial

sed 

tion error.   

At the level collected, calibrated trust would result in trust ratings that were 

significantly higher in non-failure trials than in failure trials.  In a comparison of discre

warnings and continuous information interfaces, if drivers in the continuous interface 

conditions were more calibrated in their trust, they should have had a larger difference 

between trust ratings for non-failure and failure trials compared to drivers in the discr

warning conditions, i.e., a significant display type x trial type interaction for the full-

factor ANOVA reported above.  This interaction term did not indicate significance,

864) = 0.03, p = .859.  When non-failure and failure trials are analyzed separately, 

however, there are significant display type differences.  In the non-failure trials,

had higher trust ratings for discrete warnings (M = 0.835; SE = 0.018) than for 

continuous interfaces (M = 0.771; SE = 0.018), F(1, 65) = 6.12, p = .016.  In the failure 

trials, drivers had lower trust ratings for continuous interfaces (M = 0.707; SE = 0.019) 

than for discrete warnings (M = 0.774; SE = 0.019), F(1, 75) = 6.10, p = .016.  Drivers 

using the continuous interfaces may have had increased awareness of ACC’s limitations 

and therefore a tendency to distrust it, resulting in the observed lower tru

 types as compared to drivers provided with discrete warnings.    

If drivers’ trust in the continuous interface conditions was a function of increa

knowledge of how ACC functioned and its limitations, their mental model accuracy 
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scores should be higher than those in the discrete warning conditions.  The mental model 

accurac

Drivers filled out the same mental model questionnaire at the end of each block of 

drives to detect differences in their understanding of ACC as a function of their 

interaction with it over time (i.e., experience).  The questionnaire was designed to test 

their knowledge of the purpose, process, and performance of ACC; the mental model 

questionnaire, as developed for this study, is included in Appendix C.  The first section 

contained four multiple-choice questions that asked drivers about the basic operation of 

ACC, i.e., its purpose.  The second section included 11 multiple-choice questions that 

asked about situations and conditions of use of ACC, i.e., its operational response in 

specific situations, including those pertaining to the event types used in the experiment; 

this section assessed drivers’ process understanding of ACC.  The final section of the 

questionnaire contained four Likert-scale questions: two asked drivers about their 

perceived understanding of ACC, namely if they thought their understanding was correct 

and complete, and two asked about ACC’s perceived performance.  Space was provided 

at the end of the questionnaire for drivers to describe particulars about their interaction 

with ACC, e.g., any confusing states or features of ACC.   

For the multiple-choice questions, more than one of the choices was often correct 

(of this possibility drivers were informed of in the questionnaire’s instructions).  The 

following coding scheme was adopted to calculate each question’s accuracy: a “0” was 

assigned to each correct statement within a question that was not selected; a “1” was 

assigned to each correct statement that was selected; a “-0.25” was assigned to each 

y scores are reported next. 

Mental model accuracy 

 



 129  

incorrect statement that was selected.  These values were averaged for each question.  

This particular coding scheme penalized drivers more for incorrect mental models tha

for incomplete mental models.  The “-0.25” value was assigned to incorrectly selec

statements so that in calculatin

n 

ted 

g accuracy scores, per question, drivers with incorrect 

mental 

s 

re 

ings.  

the 

iscrete condition, t(70) = 

.35, p = .001, though for the visual discrete-continuous comparison, there were non-

gnificant differences in accuracy scores, t(70) = 0.3, p = .763. 

 
 

models were differentiated from those with impoverished (i.e., correct but 

incomplete) mental models.   

Questionnaire ratings.  Purpose accuracy ratings did not significantly differ 

across independent variables.  For the process questions, those that pertained to event 

types included in the experiment were analyzed separately.  The other process question

were summarized and were defined as advanced process knowledge as drivers did not 

experience the full range of scenarios to answer these questions; these questions we

designed to test if drivers could extrapolate their understanding of ACC as informed from 

the particular feedback interface to other situations of ACC use.  For the advanced 

process questions, drivers did not significantly differ across interface type in their rat

For process questions specific to the event types, however, drivers did differ in their 

understanding.  While the ANOVA for drivers’ knowledge of ACC’s braking limits 

indicated a non-significant effect of display type, F(1, 46) = 2.02, p = .162, a look at 

data in Figure 38 shows an important modality x display type difference that was not 

captured by the ANOVA.  In particular, drivers in the auditory continuous interface 

condition had higher accuracy scores than those in the auditory d

3

si
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ANOVA results did not indicate significant differences in drivers’ knowledge for 

sensing and lateral limit questions across interface conditions.  There were significant 

differences for the setting limit question: continuous displays afforded higher mental 

model accuracy than discrete displays, F(1, 45) = 5.07, p = .029.  Across time, there were 

differences in the effect of modality of the feedback interface on mental model accuracy, 

F(2, 85) = 4.32, p = .016 (see Figure 39), that appear to resolve by Block 3. 

 

Figure 38. Mental model accuracy for br
o
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Figure 39. Mental model accuracy for setting limits question - process knowledge of 
ACC - by modality and display type.  Accuracy ratings are shown over time (i.e., 
Blocks 1, 2, 3). 
 
 
 

For drivers’ perceived performance ratings of ACC, they differed by modality 

type, F(1, 44) = 4.18, p = .047, and across time, F(2, 86) = 14.92, p < .0001 (see Figure 

40).  Specifically, drivers in the auditory interface conditions perceived ACC’s 

performance, in terms of its predictability and understandability, as higher than drivers in 

the visual interface conditions.  Across time, drivers’ perceived ratings of ACC’s 

performance increased, indicating their added comfort in using the automation with 

additional experience. 
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Figure 40. Mental model ratings for subjective performance of ACC by modality 
and display type.  Ratings are shown over time (i.e., Blocks 1, 2, 3). 
 
 

Influence of trust and mental model accuracy on driver response 

According to the driver–ACC interaction model described in Chapter III, a driver 

with a more accurate mental model (i.e., explicit understanding) should recognize the 

driving conditions that make ACC inappropriate to use and disengage ACC at or prior to 

precipitating events.  Responses following precipitating events are more likely in 

response to the deteriorating driving conditions than to an informed awareness of ACC’s 

state and behavior.  To test these model predictions, and the role of trust and mental 

model accuracy in determining driver response, the following analyses were conducted: 

1) regressions of interval trust ratings and mental model accuracy scores on driver RTs, 

and 2) ANOVAs to analyze trust and mental model accuracy differences between driver–

ACC interaction groups.   

Regression analyses.  Only RTs from failure trials were used to run the regression 

analyses because of the disparity of RTs in non-failure trials.  Also, per block, there were 

only one set of mental model accuracy scores (four scores per administered 
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questionnaire: one accuracy ratings for each event type) to pertain to either the failure 

trial or the non-failure trial RTs.  For every trial there was an associated interval trust 

rating—those pertaining to the failure trials were used.  There were 12 trust scores, 

mental model accuracy scores, and failure RTs per driver, representing the three blocks 

with four event types per block.  Data were averaged across blocks for each event type, 

resulting in four data points per driver.   

For the first regression analysis, trust, display type, modality type, and event type 

were included as predictor variables.  The overall model indicated marginal significance, 

F(4, 186) = 2.30, p = .061.  Only 5% of the total variance of failure RTs was explained 

by this regression model (R2 =0.047).  Adding mental model accuracy to the regression 

model reduced the overall model significance, F(5, 185) = 1.87, p = .10, and did not add 

increased predictive power of failure RT (R2 = 0.048). 

Correlation analyses for each event type confirm the non-predictive power of trust 

and mental model accuracy for failure RT.  Separate Pearson product-moment 

correlations calculated for each event type indicated that trust was not significantly 

correlated with failure RT.  The pattern of the data for braking, sensing, lateral, and 

setting trials indicated a wide spread in trust ratings associated with failure reaction times.  

Mental model accuracy was also not significantly correlated with failure RT; the pattern 

of these data for the event types again indicated a wide spread in mental model accuracy 

scores associated with failure reaction times.  Grouped by IVs, driver RTs did not 

conform to predicted categories from the driver–ACC interaction model.  Re-grouping 

RT data according to the event boundaries, however, confirms predicted effects. 
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ANOVAs for driver–ACC interaction model groups.  For failure and non-failure 

trials, respectively, RTs were grouped according to those initiated prior to the 

precipitating event (i.e., proactive responses) and those initiated after this event (i.e., 

reactive responses).  In both trial types, the same 10 drivers initiated the proactive 

responses.  These 10 drivers were coded as ‘proactive responders’.  The other 38 drivers 

were coded as ‘reactive responders’.  Of the 10 proactive responders, nine were from the 

continuous interface conditions.   

For the same reasons listed as in the correlation analyses, only failure trial data 

were analyzed.  A three-way ANOVA, with model group (proactive, reactive), event 

type, and block as factors, was conducted.  Dependent variables were mental model 

accuracy scores, and trust ratings.  A separate ANOVA was performed for each 

dependent variable.  For mental model accuracy, drivers in the proactive response group 

had significantly higher scores than drivers in the reactive response group, F(1, 178) = 

5.6, p = .019 (proactive: M = 0.746, SE = 0.032; reactive: M = 0.662, SE = 0.016).  

Accuracy scores also significantly differed across event type, F(3, 408) = 4.88, p = .002, 

as seen in Figure 41. 
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Figure 41. Mental model accuracy for driver–ACC interaction model groups by 
event type.  ‘Proactive’ are those drivers who initiated responses prior to the 
precipitating event—in the change condition period; ‘Reactive’ are those drivers 
who initiated responses after the precipitating event—in the failure period. 
 
 
 

For trust, drivers in the proactive response group had significantly lower ratings 

than drivers in the reactive response group as a function of event type and block, F(6, 

460) = 2.15, p = .047.  As derived from Figure 42 (a plot of the ANOVA means and 

standard errors for the 3-way interaction), this lower trust for proactive responders was 

specific to braking failures in the first block of drives. 
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Figure 42. Trust ratings for driver–ACC interaction model groups by event type 
and block.  ‘Proactive’ are those drivers who initiated responses prior to the 
precipitating event; ‘Reactive’ are those drivers who initiated responses after the 
precipitating event. 
 
 

Effort and distraction consequences of continuous information 

To evaluate the visual and cognitive costs to providing drivers with continuous 

feedback information on ACC’s state and behavior, measures for driving task 

performance and for secondary task performance were collected.  Decrements in driving 

and secondary task performance are expected if the provided continuous information 

induced visual/cognitive distraction.   

Driving task performance 

Driving task performance was evaluated with measures of steering velocity, time-

to-line crossing, and lane exceedences.  Steering velocity characterizes steering behavior 

and was defined as change in steering wheel angle over 330-ms increments (Peters, 

Kloeppel, & Alicandri, 1999; Skipper, Wierwille, & Hardee, 1984).  This time window 
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served as a high-pass filter to correct for roadway curvature (i.e., slow steering wheel 

angle changes that were characteristic of curves were filtered out with this 330-ms time 

constant).  Time-to-line crossing is the ratio between the lateral position and the rate of 

change of the lateral position (van Winsum, Brookhuis, & de Waard, 2000).  The same 

330-ms time window was used to calculate rate of change of lateral position.  A lane 

exceedence occurred if any part of the driver’s vehicle exceeded lane boundaries, 

crossing over into either the shoulder or the passing lane.  Driving task performance 

measures are reported for the failure trials; both non-failure periods within the failure 

trials and the failure periods were analyzed. 

Steering velocity.  A lower steering velocity indicated more controlled driving 

behavior.  There were no significant main effects or interaction effects for display type.  

Predictably, steering velocity significantly differed for event type in the non-failure 

periods of the failure trials, F(3, 390) = 240.44, p < .0001.  Drivers appeared to have less 

erratic steering behavior in setting exceedence event trials as compared to the other event 

type trials (see Figure 43).  A modality x event type interaction, F(3, 390) = 3.05, p = 

.029, is driven by the larger steering velocity for visual interfaces during the braking 

exceedence event trials, t(134) = 1.91, p = .058.  The result of visual interfaces increasing 

steering velocity is consistent with expected effects for a visually demanding interface, 

whereby driver’s attention is drawn away from the roadway to the in-vehicle display.  

Interestingly, this visual demand is evident only in the braking exceedence event trials, 

potentially due to more salient display changes for this event type as compared to those 

of the other event types. 

 
 

 



 138  

 

0

2

4

6

8

10

Braking Exceedence Sensor Degradation Lateral Detection Range
Exceedence

Setting Exceedence

Event Type

S
V

 (
d
eg

re
es

/

Visual Discrete

Visual Continuous

Auditory Discrete

Auditory Continuous

 
Figure 43. Steering velocity (SV) in degrees/second during non-failure periods 
within the failure trials by event type per interface condition. 
 
 
 

For the duration of the failure period, steering velocity was affected by display 

and by modality, F(1, 159) = 7.78, p = .006, and F(1, 159) = 4.03, p = .046, respectively.  

These main effects, in which steering velocity was higher for visual than for auditory 

interfaces, and higher for discrete than for continuous interfaces, are best interpreted 

within their interaction effects.  As seen in Figure 44, steering velocity also differed by 

event type, F(3, 377) = 43.3, p < .0001.  A modality x event type interaction reflected the 

higher steering velocity for visual interfaces in braking exceedence trials, F(3, 377) = 

3.42, p = .018.  A modality x display interaction indicates a higher steering velocity for 

visual discrete warnings than for the other interface types, F(1, 159) = 8.38, p = .004.  A 

display x event type interaction points to the particularly large difference in steering 

velocity for braking exceedence trials between discrete and continuous displays, F(3, 

377) = 3.07, p = .028.  Finally, the three-way interaction effect for modality, display, and 

event type indicates that visual discrete warnings resulted in significantly higher steering 
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velocity in failure periods for braking exceedence trials as compared to the other interface 

types within this same period, F(3, 377) = 4.56, p = .004.   
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Figure 44. Steering velocity (SV) in degrees/second during failure periods by event 
type per interface condition. 
 
 
 

Time-to-line crossing.  Another metric of driving control is time-to-line (TLC) 

crossing.  The higher the TLC value the more time there is available for a driver until the 

moment at which any part of the vehicle reaches one of the lane boundaries (Godthelp, 

Milgram, & Blaauw, 1984).  The main effect of event type is consistent with the steering 

velocity results for non-failure periods within failure trials, F(3, 407) = 270.16, p < .0001, 

in which the setting exceedence trials resulted in better driving control (see Figure 45).  A 

modality x display interaction for the non-failure periods also conforms to the steering 

velocity findings, indicating that visual discrete warnings induced poorer lateral control 

as compared to the other interface types, F(1, 99) = 6.39, p = .013 (visual discrete: M = 
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15.962, SE = 0.02; visual continuous: M = 16.524, SE = 0.02; auditory discrete: M = 

16.826, SE = 0.02; auditory continuous: M = 16.373, SE = 0.02). 
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Figure 45. Time-to-line crossing (TLC) in seconds during non-failure periods within 
the failure trials by event type per interface condition. 
 
 
 

During the failure periods, the effects observed in the non-failure periods of the 

failure trials were magnified.  A marginally significant effect of lower TLC values for 

discrete displays compared to continuous displays, F(1, 167) = 3.14, p = .078, is 

compelling in the context of its interaction with modality, in which visual discrete 

warnings induced poorer lateral control as compared to the other interface types, F(1, 

167) = 5.01, p = .027.  As evident in Figure 46, TLC values significantly differed by 

event type during the failure periods, F(3, 395) = 441.32, p < .0001.  The TLC values for 

lateral detection range exceedence event types are appropriately lower than the other 

event types, indicating that drivers were responsive to the lateral movements of the LV 

during the failure periods, likely in an effort to re-position the LV within the ACC’s 

detection range. 
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Figure 46. Time-to-line crossing (TLC) in seconds during failure periods by event 
type per interface condition. 
 
 
 

Lane exceedences.  Lane exceedences indicate loss of driving control.  Table 12 

presents the number of times drivers crossed lane boundaries by display type and event 

type for both non-failure periods and failure periods during failure trials.  The frequency 

of lane exceedences did not significantly differ between display types for non-failure 

periods, λ(1) = 0.0721, p = .788.  Drivers did cross lane boundaries more frequently, 

however, with use of discrete displays compared to continuous displays during failure 

periods, λ(1) = 6.042, p = .014.   
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Table 12. Lane Exceedences  

Frequency of Lane Exceedences # (NF) # (F)

Braking Exceedence
Discrete display 2 4
Continuous display 2 0

Sensor Degradation
Discrete display 3 1
Continuous display 4 0

Lateral Detection Range Exceedence
Discrete display 2 2
Continuous display 1 0

Setting Exceedence
Discrete display 0 0
Continuous display 1 0

TOTAL
Discrete display 7 6
Continuous display 8 0

* Indicates p < .05

F refers to failure periods; NF refers to non-failure periods

*

 
 
 
 

Together, the driving task performance results do not indicate that the continuous 

feedback undermined driving performance.  If anything, these results showed that visual 

discrete warnings were distracting for drivers.  An analysis of the secondary task 

performance data reveals whether or not drivers using the continuous interfaces shed the 

secondary task in order to preserve their driving performance. 

Secondary task performance 

Secondary task performance was evaluated with measures of signal reaction time 

(RT), sensitivity, and bias.  Signal RT is the amount of time that elapsed from a signal 
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billboard (i.e., one that displayed the same dice image consecutive to the previous 

billboard’s dice image) and a driver’s button press on the steering wheel.  This button 

press had to occur on the same side of the steering wheel as that of the location of the 

billboard.  Sensitivity, d’, reflects how good an operator is at the signal detection task, 

and is higher if there are more correct responses and fewer detection errors.  Response 

bias, β, indicates the bias of the operator to respond “yes” (or affirm a signal) versus “no” 

(to affirm the lack of a signal; Green & Swets, 1988; Wickens, 1992).  Simply, response 

bias is the probability that the operator will respond “yes”.  An operator’s expectation 

that a signal will be seen, and higher value in the costs or benefits of either detecting or 

not detecting signals both lead to increases in the probability of an operator responding 

“yes”.  The consequences of an increasing shift in beta are both more hits and more false 

alarms; therefore, a lower beta is characteristic of a more conservative operator (fewer 

hits but fewer false alarms) while a higher beta is characteristic of a riskier operator 

(more hits but more false alarms).  The non-failure trials revealed the same pattern of 

effects as the failure trials and are therefore not reported. 

Signal RT.  In direct refutation of the theory that drivers shed the secondary task 

to preserve the primary driving task, drivers who used the continuous displays responded 

faster to the signal billboards than drivers who used the discrete displays, F(1, 92) = 3.87, 

p = .05.  Table 13 lists the means and standard errors for this main effect and for the 

significant effect of event type, F(3, 408) = 8.24, p < .0001. 

Sensitivity and response bias.  Measures of sensitivity and response bias did not 

indicate significant differences for interface conditions.  For sensitivity, the significant 

effect of block, F(2, 222) = 8.45, p < .001, showed that drivers performed the secondary 
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task better over time, i.e., more correct responses and fewer errors (Block 1: M = 2.25, 

SE = 0.044; Block 2: M = 2.49, SE = 0.044; Block 3: M = 2.45, SE = 0.044).  A 

significant main effect of event type for both sensitivity and response bias, F(3, 375) = 

24.5, p < .0001 and F(3, 382) = 9.57, p < .0001, respectively, indicated a tradeoff of 

lower sensitivity and increased riskiness with faster RTs; there is no evidence that this 

tradeoff effect depends on display type (see Table 13).   

 
 
Table 13. Secondary Task Means and Standard Errors for Signal RT, Sensitivity, 
and Response Bias  

Secondary Task Summary Data Mean SE Mean SE Mean SE

Discrete display 0.537 0.079 2.356 0.037 1.012 0.023
Continuous display 0.318 0.079 2.44 0.037 1.031 0.023

Braking Exceedence 0.367 0.07 2.419 0.045 1.108 0.03
Sensor Degradation 0.573 0.07 2.478 0.045 0.959 0.03
Lateral Detection Range Limit 0.517 0.07 2.588 0.045 0.923 0.03
Setting Exceedence 0.252 0.07 2.106 0.045 1.093 0.03

Signal RT Sensitivity Response Bias

 
 
 
 

Together, for drivers using the continuous interfaces, the secondary task 

performance results failed to show a decrement in their ability to attend to the secondary 

task.  In fact, drivers in the continuous interface conditions performed the continuous 

detection task better than those in the discrete warning conditions.   

Perceived benefit of interface 

To determine if any observed benefits of the continuous information interfaces 

were offset with a general dislike and perceived added effort in use of these interfaces, 

drivers were administered a usability questionnaire and a mental effort questionnaire at 
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the end of the experiment.  These questionnaires directed drivers to respond based on 

their use of the ACC system and its associated feedback interface.  The usability 

questionnaire prompted drivers to rate the interface on nine dimensions, as seen in Figure 

47.  These nine dimensions were used to calculate an overall usability rating.  In addition, 

those dimensions related to annoyance (specifically ‘pleasant-unpleasant’, ‘nice-

annoying’, ‘irritating-likeable’, and ‘undesirable-desirable’) were used to calculate an 

annoyance rating.  The mental effort questionnaire asked drivers to rate their effort on a 

0-100 scale. 

 

My judgments of the safety system I just used are: 
 
Useful                 Useless 
 
Pleasant                Unpleasant 
 
Good                 Bad 
 
Nice                 Annoying 
 
Effective                Superfluous 
 
Irritating                Likeable 
 

Assisting                Worthless 

 
Undesirable                Desirable 
 
Raising                Sleep-inducing
Alertness  

Figure 47. Usability scales within administered form. 
 
 

Usability and mental effort ratings.  While the usability ratings did not indicate 

significant differences for either display type or modality type (usability – display: F(1, 

44) = 0.00, p = .983; usability - modality: F(1, 44) = 0.01, p = .943; annoyance – display: 

 



 146  

F(1, 44) = 0.16, p = .693; annoyance – modality: F(1, 44) = 0.04, p = .843), the mental 

effort rating showed an interaction between these factors, F(1, 44) = 5.27, p = .027.  

Drivers considered the visual continuous interface to be more effortful than the visual 

discrete warning, but the reverse to be true for auditory interface types (see Figure 48).  

Taken across modality, the continuous information interfaces did not show an added or 

reduced amount of perceived effort as compared to the discrete warnings. 
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Figure 48. Mental effort ratings by modality type for display type. 
 
 
 

Discussion and Conclusions 

The results support the first hypothesis related to aim one: drivers provided with 

continuous feedback on ACC’s state and behavior relied more appropriately on ACC in 

terms of their response to failure situations.  The second hypothesis, however, concerning 

the expected tradeoff of this benefit with a resulting decrement to driving or secondary 

task performance, was not supported.  Specific to the second aim hypotheses, as expected 

from the driver–ACC interaction model predictions, drivers who were proactive in 
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responding to the precipitating event had more accurate mental models.  As hypothesized, 

providing drivers with continuous feedback led to increased mental model accuracy as 

compared to discrete warnings; however, contrary to expectation, presentation of the 

continuous feedback in the auditory modality did not compromise this advantage.  

Benefit and cost of the continuous feedback interfaces 

Considered together, the results show a clear benefit of continuous interfaces over 

discrete warnings.  Drivers responded a half-second faster with use of continuous 

interfaces as compared to discrete warnings in situations that induced ACC to cross its 

operational limits, and in normal operating conditions were more responsive to condition 

changes that signaled inappropriate use of ACC.  The faster responses at failure point 

translated to larger following distances to the lead vehicle, confirming the afforded 

benefit of an earlier driver response.  Drivers were able to process the continuous 

information without decrement to their lane keeping performance and steering control.  

Further, the comparative improved performance to that of the discrete warnings in the 

task of detecting billboard dice images indicates that drivers were able to use their 

peripheral vision to process the display information.  The mental model results indicate 

that drivers were able to encode this perceived information into improved knowledge of 

ACC.   

Specific to interface modality, the benefits in providing drivers with continuous 

feedback were slightly more prominent in auditory form compared to visual form in 

terms of driver response to failure and associated following distance.  The inherently-

alerting quality of the auditory information may have primed drivers to respond more 

readily.  And while drivers indicated a perceived reduction in workload with use of the 
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auditory continuous feedback, continuous feedback prompted improved driver interaction 

with ACC compared to discrete warnings independent of interface modality.  An increase 

in driving or detection task demand, however, may make the differences in presentation 

of the continuous information more prominent. 

Event-specific differences with use of continuous interfaces in drivers’ response 

to ACC failures qualify the success of providing drivers with continuous feedback.  

Drivers were more responsive in braking exceedence and setting exceedence situations 

than in the sensor degradation and lateral detection range exceedence situations.  Further, 

drivers were not calibrated in their trust for the sensing and lateral event types with use of 

continuous displays.  As corroborated from their mental models scores, drivers were 

uncertain of ACC’s behavior in these situations and did not fully understand its response.   

Drivers provided with continuous feedback—as compared to those provided with 

discrete warnings—did not develop more accurate mental models of ACC’s behavior in 

all event conditions as expected.  The event-specific differences in mental model benefits 

may have been due to more effective cue mappings to ACC’s braking and setting limits 

as compared to the cues used to inform drivers of ACC’s sensor capabilities.  The 

discrepancy between event types highlights the importance of selecting design features 

that are compatible with drivers’ perceptual abilities as well as intuitive as to how 

automation characteristics are encoded.  Assuming cue effectiveness in the interfaces, 

drivers’ preconceptions of ACC may have prompted them to disregard information 

provided in the continuous interfaces or to interpret the information according to 

incorrect preconceptions.  Alternatively, drivers may have used heuristics in processing 

the interface information that belied ACC’s complexity (Todd & Gigerenzer, 2000). 
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In interpreting drivers’ trust in ACC and its associated feedback interface, the 

high rate of failure trials may have artificially magnified drivers’ affective response.  

Across conditions, drivers’ trust levels were unexpectedly high (M = 78.33) considering 

the rate of failure (50% of trials).  Drivers potentially recognized the artificial nature of 

the driving task and allowed for greater variability in ACC’s performance as a result.  

The high rate of trust measurement may have also contributed to the inflated trust ratings.  

It is expected that increased exposure to ACC coupled with more realistic failure rates 

would induce trust levels more consistent with ACC’s capability.  In this study, lower 

trust was more appropriate—a function of the study’s high ACC failure rate and in accord 

with an increased awareness of ACC’s limitations.  Importantly, continuous interfaces 

induced lower (more appropriate) trust across event conditions compared to discrete 

warnings.     

Human-automation model validation 

Driver responses to enhanced feedback were consistent with those of the driver–

ACC interaction model.  Specifically, drivers with better mental models tended to initiate 

responses to conditions that degraded ACC performance prior to failures.  Nine out of ten 

of these drivers received continuous feedback.  Interestingly, those drivers with less 

accurate mental models that responded after the precipitating events still showed a benefit 

with use of the continuous information, i.e., faster reaction times, suggesting that these 

interfaces were more informative and more alerting.   

The just-noticeable differences of the continuous interface cues were analyzed to 

ensure that responses initiated prior to the failure occurrences (in the continuous interface 

conditions) were not simply due to cues in the interfaces that alerted drivers of the need 
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to respond.  For the visual interface, it was assumed that drivers noticed a rate of visual 

angle change of 0.17 degrees per second (Hoffmann & Mortimer, 1994).  The visual 

angles for the display were computed as a function of the arctan of the average distance 

from the driver to the display divided by the width, height, and vertical position of the 

hazard polygon.  For each trial per driver, the derivative of the visual angle was 

computed from the data and compared to the threshold of 0.17 degrees per second.  For 

the auditory interface, it was assumed that drivers noticed a 0.5% change in pitch and a 

0.5% change in volume per second (Neuhoff & McBeath, 1996).  Results showed that 

noticeable changes in the continuous interfaces occurred within ten seconds from the start 

of the change condition period in all event conditions (Braking: M = 0.42; SD = 1.20; 

Sensing: M = 0; SD = 0; Lateral: M = 6.63; SD = 3.28; Setting: M = 1.08; SD = 1.85).  

The interface JND immediately preceding the precipitating event for each event condition 

was also calculated and compared to driver response times for those responses initiated 

prior to this event; all driver responses were initiated prior to this JND (mean response 

time difference between driver response and interface JND: M = 8.68, SD = 6.38).   

This analysis of JNDs for the visual and auditory continuous interfaces showed 

that very slight changes in these interfaces were noticeable.  The interface changes that 

occurred from minor variations in lead vehicle velocity during the change in condition 

periods, for example, were enough to exceed perceptual thresholds for detection. A driver 

who relied on an interface JND to prompt his/her response would have disengaged ACC 

at the start of the change condition periods.  Drivers, instead, disengaged ACC a few 

seconds prior to the JND that signaled a failure event, confirming that interface JNDs 

were not the cause of drivers’ decision to disengage it.   
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To test the degree to which the reaction time benefits of the continuous interfaces 

as compared to the discrete warnings were a result of timing differences for when each 

alerted drivers to respond, the following analyses were conducted: regressions of display 

alert time (continuous interface JNDs; discrete warning delivery time), interval trust 

ratings, and mental model accuracy scores on failure RTs.  For the first regression 

analysis, display alert time, display type, modality type, event type, and block were 

included as predictor variables.  The overall model was significant, F(5, 455) = 7.54, p < 

.0001.  Display alert time and modality type were predictive of failure RT, t(455) = 4.72, 

p < .0001 and t(455) = 2.19, p = .03, respectively.  Only 8% of the total variance of 

failure RTs was explained by this regression model, however (R2 = 0.077).  Adding 

interval trust ratings to the regression model slightly improved its predictive power (R2 = 

0.09; model significance: F(6, 453) = 7.48, p < .0001).  Display alert time and interval 

trust ratings were predictive of failure RT, t(453) = 4.81, p < .0001 and t(453) = 2.43, p = 

.015, respectively, whereas modality type had a reduced effect in predicting failure RT, 

t(453) = 1.69, p = .09.  Adding mental model accuracy to the regression model did not 

increase the overall model significance, F(7, 452) = 6.40, p < .0001, or fit, R2 = 0.09.  

Display alert time and interval trust ratings were again predictive of failure RT, t(452) = 

4.80, p < .0001 and t(452) = 2.42, p = .016, respectively, and modality type marginally 

so, t(452) = 1.68, p = .09; mental model accuracy, however, was not predictive of failure 

RT, t(452) = 0.02, p = .981.  These results indicate that drivers’ RTs to ACC failures 

were dependent on the alerting characteristics of the displays.  Because of correlations 

between the predictors, however, these results do not provide a definitive answer for 

whether or not drivers initiated their responses as a function of their understanding of 
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ACC or of the display characteristics.  Regardless of the cause, an earlier response to 

ACC failure, as resulted from use of continuous feedback, translates to more appropriate 

reliance, and in turn, improved driver safety. 

Limitations  

The demonstrated benefits of continuous feedback to promote more appropriate 

driver reliance on ACC depend on how accurately driver response in a driving simulator 

translates to on-road use.  The low number of collisions (only two across all drivers) 

indicates that drivers were immersed in the driving tasks and mindful of the 

consequences of misuse of ACC comparable to that of on-road use.   

Long-term use of ACC may diminish the differential benefits of discrete and 

continuous interfaces.  Drivers need approximately two to three weeks of continued 

system use to learn the operation of ACC and situations in which its limits are exceeded 

(Weinberger, Winner, & Bubb, 2001).  As indicated in this study, however, the accuracy 

of this learning has important implications for driver reliance.  A study that evaluated the 

long-term effects of continuous feedback on driver behavior—one, for example, that 

examined driver response to failure events when continuous feedback is removed—

would further substantiate its benefit of improved understanding of ACC. 

Extensions 

 
To further distinguish between visual and auditory benefits of continuous 

information, analysis of eye movement data would indicate any distracting effects of the 

continuous displays.  These data would confirm as to whether the information in the 

visual display was truly peripheral.   
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In more thoroughly assessing the effect of trust on driver response, a comparison 

of interface type by gender may indicate differential benefits of continuous information.  

An analysis of the demographics from a survey of 132 ACC users indicated that males 

were more likely to over-trust ACC (Dickie & Boyle, 2009).  This effect may be due to 

gender-specific tendencies to trust that carryover to trust in automation. 

In more thoroughly assessing the effect of mental model accuracy on driver 

response, additional analyses of variables such as brake magnitude and duration 

combined with RT might indicate more specific flaws in drivers’ mental models beyond a 

binary accurate/not-accurate classification.  Ideally, driver response behaviors predict 

mental models variants (i.e., models that have different error states).  Driver RT was too 

one-dimensional, however, to provide any predictive power of state-specific model 

accuracy. 
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CHAPTER VI. CONCLUSIONS 

 
Experience with an automated system over time allows operators to learn its 

limits and when, in terms of overall human-machine system performance, it is 

appropriate to perform the task manually.  This dissertation proposed that a display that 

provided the purpose, process, and performance of the automation would inform this 

learning process, and lead to accurate explicit understanding (mental models) of 

automation behavior that are effective in both normal and unexpected situations.  Ideally, 

operators learn to trust the automation respective to its capabilities, able to interact with 

the automation to achieve maximal performance.  The continuous information display 

builds on the assumption that operator assessment of system performance evolves over 

time in relation to the context and to their expertise with the automated system.   

This dissertation considered a central hypothesis that continuous feedback on the 

state and behavior of the automation informs operators of the evolving relationship 

between system performance and operating limits, therefore promoting accurate mental 

models and calibrated trust.  Three specific aims addressed this hypothesis.  The first aim 

applied a quantitative model to define the effect of understanding on driver–ACC 

interaction failures and to predict driver response to feedback.  The second aim presented 

a systematic approach to define the feedback needed to support appropriate reliance in a 

demanding multi-task domain such as driving.  The third aim assessed the costs and 

benefits of presenting drivers with continuous visual and auditory feedback.  Specific 

contributions of this dissertation include (1) a computational model of driver–ACC 

interaction, (2) an ecological approach to inform design of an ACC information display, 
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and (3) a design strategy to account for environmentally-induced variability of automated 

systems. 

The first aim demonstrated that inadequate feedback contributes to impoverished 

understanding of ACC’s state and behavior and, in consequence, to driver-ACC 

interaction failures.  The second aim indicated that configural, representation aiding-

principled information designs are able to be tailored to consider the attentional demands 

present in driving.  Finally, the third aim demonstrated that continuous feedback is a 

viable means to inform drivers of ACC’s behavior.   

Practically, this work has implications for the design of automation support 

displays.  Shape properties that produce looming effects inform of situation severity and 

an impending need to intervene to an imperfect automation system.  Information 

presence, however, is not a salient cue of automation’s performance in demanding, multi-

task domains.  Particular to the continuous information interfaces, the removal of the 

shape from the screen for sensor failures was not a salient cue for drivers in 

understanding that ACC no longer detected the LV.  A flashing shape, with its rate of 

onset correlated to reliability, may have more effectively indicated that ACC’s sensors 

were not operating properly in rain conditions.  In curves, a more prominent lateral 

displacement of the shape was potentially needed to indicate the lateral range limits and 

the LV’s position within those limits.  Alternatively, a shift of the background instead of 

the shape may provide a more salient indicator of the changes in the LV position. 

To fully assess the benefit of the concurrent, continuous information displays, 

additional research is required to evaluate if the displays provide cues that predict failure 

and if the cues provided in the displays inform operators of the purpose, process, and 
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performance of automation.  There are cues in the environment that predict failure and 

cues in the display that predict failure.  Validation of the EID-inspired displays involves 

identification of these cues and an analysis of the correspondence between the 

environment and display cues.  The Lens Model is a methodology for capturing and 

assessing judgments in complex, uncertain domains such as the driving domain (Pritchett 

& Bisantz, 2006).  This model is a means to determine in both normal and failure 

situations the information a driver seeks and uses to form judgments of automation 

reliance.  This information informs on the validity of the cues used in the different 

displays, and whether the cues available conform to those that drivers use.  It is also 

important to assess if drivers accurately identify the failure cause as a function of the cues 

that inform their decision to engage or disengage the automation when a failure occurs.   

Additional research would include an evaluation of multi-modality continuous 

information displays, as well as comparisons of single-modality and multi-modality 

continuous information displays with discrete warnings based on different timing 

triggers.  Following data collection for the single-modality conditions (presented in this 

dissertation), data was collected for the combined-modality condition using the same 

experimental setup.  An analysis of single-modality compared to combined modality 

interface conditions is planned.  Additional modalities such as tactile feedback are also 

viable forms for presenting continuous feedback to drivers.  Further testing and design 

iterations are needed to validate the display choices.  Computer-based testing of 

individual design features would further perfect design recommendations for presentation 

form and format of enhanced feedback interfaces.  In terms of the computation model of 

driver–ACC interaction, iterative model validation with simulator-based testing is needed 
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to further define the relationship between trust and mental models, e.g., the associative 

effects of implicit and explicit understanding on driver reliance. 

More broadly, this research has implications for many types of control systems 

that interact with the environment; such systems require operators to monitor the 

automation and to use their judgment for when to intervene to achieve desired 

performance.  Collision warnings systems, for example, interact with the driving 

environment in non-predictable ways thereby confounding driver response (Brown et al., 

2001).  Automated planning systems for unmanned vehicle deployment, as another 

example, produce route recommendations dependent on environmental constraints; these 

systems are prone to inadequately inform operators of the algorithm variables and of 

optimization functions used to produce its recommendations.  Operators of these systems 

require clear feedback on the state of the automated system, and information displayed in 

a way that reveals the important relationships between variables (Seppelt, Hoffman, Lee, 

& Crittendon, in review).  Continuous feedback that maps domain, task, and system 

constraints into the interface form offers a promising strategy to improve operator–

automation interactions by supporting more accurate mental model development and 

more precisely calibrated trust. 
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APPENDIX A. EXPERIMENTAL IMPLEMENTATION OF AUDITORY AND 
VISUAL CONTINUOUS INTERFACES 

 
Microsoft Visual Basic 6.0 was used to create the visual and auditory continuous 

interfaces.  Dynamic variables including position, velocity, and ACC state were passed 

between HyperDrive and Visual Basic at a rate of 5 Hz over an internet socket. The 

Visual Basic 6.0 PictureBox component was used to translate these dynamic variables 

into continuously changing visual display features. The Windows Direct X sound 

libraries were used to translate the dynamic variables into continuously changing auditory 

features. The original sound files were created using the open source audio editing and 

creation tools Audacity and DSK Ethereal PadZ. 

Auditory Continuous Display (Sonification) 

The auditory interface used two sound streams. Sound stream one was composed 

of 2 different sounds, hazardous and non-hazardous. The hazardous sound was used when 

the driver vehicle was approaching the lead vehicle (positive range rate). The non-

hazardous sound was used when the lead vehicle was pulling away from the driver 

vehicle (negative range rate). Sound stream two was a periodic beep. The characteristics 

of each of the sounds were adjusted in real-time based on the dynamic variables of the 

driving scenario. The algorithms for changing the sound characteristics are given below. 

Volume 

Stream 1 

The volume of sound stream one, hazardous and non-hazardous, was set as a 

function of range according to the following equation: 
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5.0*49375.0  RNGV        (A.1) 

where RNG was the lead vehicle position minus the driver vehicle position in meters and 

V was the sound volume gain in dB.  If RNG was greater than 80 meters, then the volume 

was set to -100 dB (inaudible). The volume level as a function of range is plotted in 

Figure A1. 
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Figure A1. Volume as a function of range for sound stream 1. 
 
 
 

A sleep state was implemented that activated when driving variables were held 

constant, indicating to drivers that ACC was in steady state (i.e., velocity control) and 

that event dynamics were unchanging. The sleep state was activated based on a general 

ACC error term. The ACC error term (AccErr) was computed using the following 

equation (adapted from Zheng & McDonald, 2005): 
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)*5.1(*1.0*75.0 LVVRNGRRTAccErr      (A.2) 

where RNG was the lead vehicle position minus the driver vehicle position in meters, 

RRT was the range rate defined as the driver vehicle velocity minus the lead vehicle 

velocity in m/s, LVV was the lead vehicle velocity and AccErr represented ACC’s error in 

maintaining the set headway of 1.5 s and in keeping the RRT at 0.0 m/s.  If this ACC 

error term was maintained at 0.0 ± 0.2 for four seconds, then the auditory interface 

system transitioned to the sleep state. The sleep state algorithm first ramped the volume 

down with the following equation: 

  15.19*75.0*983.0*013.0  RNGiRNGV     (A.3) 

where RNG was the lead vehicle position minus the driver vehicle position in meters, i 

was the sample number at a 5 Hz sample rate, and V was the sound volume gain in dB. 

Then, in the sleep state, the volume changed as a function of time according to the 

following equation: 

30*10*1.0  VolFadeRNGV       (A.4) 

where 

 
1

*15

502
cos 






 


THW

i
VolFade


,      (A.5) 

RNG was the lead vehicle position minus the driver vehicle position in meters, i was the 

sample number at a 5 Hz sample rate, THW was the time headway between the driver and 

lead vehicles in seconds, and V was the sound volume gain in dB. 

A plot of the sleep state volume algorithm is shown in Figure A2. This figure 

shows the volume as a function of time after sleep state is initiated given a THW of 1.5 

seconds and range of 40 meters. If ACC’s input variables changed, the system switched 

out of sleep state, and the original volume control algorithm was used.  This switch 
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signaled to drivers that event dynamics had changed to move ACC out of steady state 

(velocity control) into an adaptive state (following control). 
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Figure A2. Sleep state volume as a function of time. 
 
 

Stream 2 

The volume of sound stream two was set as a function of the difference between 

the set speed and the driver vehicle speed according to the following equation: 

)0,40*2min(  SDFV        (A.6) 

where SDF was the difference between the set speed and the driver vehicle velocity in 

m/s, “min” was a function that selected the minimum of two numbers to limit the 

maximum volume, and V was the sound volume gain in dB.  The volume level as a 

function of SDF is plotted in Figure A3. 
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Figure A3. Volume as a function of SDF for sound stream 2. 
 

Frequency 

Stream 1 

The baseline frequency spectrum of the hazardous part of sound stream one is 

shown in Figure A4. 
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Figure A4. Hazardous wavefile spectrum. 
 
 

The above spectrum was scaled in frequency according to the following 

algorithm: 

 

 

1

*51

0.0

4

075.0









Fscale

else

CAAFscale

CAAelseif

Fscale

CAAif

       (A.7) 

where CAA was the collision avoidance acceleration (0.5*RRT/TTC) in m/s/s, and Fscale 

was the frequency multiplier of the sound signal spectrum.  The implementation of this 

algorithm is shown in Figure A5. 
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Figure A5. Frequency multiplier as a function of CAA for hazardous sound stream 
1. 
 
 

A discontinuity was placed in the frequency multiplier curve in Figure A5 at 

0.075 g. This discontinuity in the hazardous sound stream frequency multiplier, by 

suddenly changing the frequency of the sound to a significantly higher pitch, signaled a 

warning to the driver that the ACC braking limits had been reached. 

The baseline frequency spectrum of the non-hazardous part of sound stream one is shown 

in Figure A6. 
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Figure A6. Non-hazardous wavefile spectrum. 
 
 

The spectrum in Figure A6 was scaled in frequency according to the following 

equation: 

1
441

1
 RRTFscale        (A.8) 

where RRT was the range rate defined as the driver vehicle velocity minus the lead 

vehicle velocity in m/s, and Fscale was the frequency multiplier of the sound signal 

spectrum.  The line that is defined by the above equation is plotted in Figure A7. 
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Figure A7. Frequency multiplier as a function of range rate for the non-hazardous 
sound stream 1. 
 
 

Stream 2 

Sound stream 2 was a monotone beep, centered at 335 Hz (E4). The baseline 

spectrum of sound stream 2 is shown in Figure A8. 
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Figure A8. Sound stream 2 wavefile spectrum. 
 
 

When THW was within 1.5 ± 0.4 s, the frequency spectrum of sound stream 2 

was scaled down by 80%. Otherwise, the spectrum of sound stream 2 matched the 

spectrum shown above.  The period of time between beeps for sound stream 2 was 

adjusted as a function of THW according to the following algorithm. 

 

2.0

2.0






Interval

else

THWInterval

THWif

        (A.9) 

where THW was the time headway between the lead and driver vehicles in seconds, and 

Interval was the amount of time between beeps in seconds.  The implementation of this 

algorithm is plotted in Figure A9. 
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Figure A9. Time interval between beeps for sound stream 2. 
 
 

Pan 

The auditory interface speakers were placed in front of the driver on either side of 

the dashboard. The left and right balance, or pan, between the two speakers was set based 

on the relative lateral position between the lead vehicle and the driver vehicle. The details 

of this algorithm are described in the equation below. 
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        (A.10)  

where RLP was the relative lateral position between the driver and lead vehicle in meters, 

P was the ratio in volume between the left and right speakers in dB, and V was the sound 

volume gain in dB.  Both sound stream 1 and sound stream 2 abided by this pan 

algorithm. 

Distortion 

ACC sensor degradation due to rain was conveyed by adding distortion to each of 

the sound streams. There were two steps to creating the distortion effect: 

1) The original signal was clipped at a selected amplitude. The amplitude at which 

clipping occurred defined how much distortion was added. Three levels of distortion 

were generated by clipping each sound signal at ± 0.2, ± 0.125, and ± 0.05. An 

example of this step is given in Figure A10. The figure on the left is the original 

sound signal and the figure on the right is the signal after it has been clipped. The 

vertical scale of both of the figures below is in arbitrary amplitude units. 
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Figure A10. Example of original sound stream signal (on the left) and of the clipped 
signal (on the right). 
 
 
2) Gain was then added to bring the clipped signal peak amplitude up to 0.25. An 

example of this step is illustrated in Figure A11. The figure on the left is the signal 

after being clipped and the figure on the right is the signal after gain has been added 

to bring the peak to 0.25. The vertical scale of both of the figures below is in arbitrary 

amplitude units. 
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Figure A11. Example of a clipped signal (on the left) and of a gain-added clipped 
signal (on the right). 
 
 
 

 



 171  

The three distortion levels were then mapped to three rain levels according to rain 

intensity, as indicated in Table A14. 

 
 
Table A14. Distortion Level According to Rain Level 

Rain Level Distortion Level

Rain < 0.2 None

0.2 <= Rain < 0.4 Low

0.4 <= Rain < 0.6 Medium

Rain >= 0.6 High
 

 
 

Visual Continuous Display 

The visual continuous display used polygons of continuously varying shape, size, 

color, and position to convey information about the dynamic variables of the ACC 

system. The algorithms for changing the characteristics of the hazard polygon are 

detailed in the sections below. All algorithms assumed display dimensions of 1270 pixels 

wide by 950 pixels tall. 

Hazard polygon width 

Range rate (RRT) was conveyed by changing the width of the hazard polygon. 

The width of the top and bottom of the polygon were changed with slightly different 

algorithms to cause the polygon to take a trapezoidal shape when the RRT was less than 

or equal to zero and a triangular shape when the RRT was greater than zero. The 

algorithm for changing the width of the top of the polygon as a function of RRT is listed 

below. 
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       (A.11) 

where RRT was the range rate defined as the driver vehicle velocity minus the lead 

vehicle velocity in m/s, TL was the horizontal coordinate of the top left corner of the 

polygon in pixels and TR was the horizontal coordinate of the top right corner of the 

polygon in pixels.  When the range rate was less than or equal to zero, the width of the 

top of the polygon was held to a constant of 20 pixels, forming the top of the trapezoid.  

When the range rate was greater than zero, the width of the top of the polygon expanded 

to indicate the more significant hazard (see Figure A12). 
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Figure A12. Horizontal position of the hazard polygon as a function of range rate, 
indicating how the width of the top of the polygon changed. 
 
 

The algorithm for changing the width of the bottom of the polygon is listed 

below. 
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        (A.12) 

where RRT was the range rate defined as the driver vehicle velocity minus the lead 

vehicle velocity in m/s, BL was the horizontal coordinate of the bottom left corner of the 

polygon in pixels, and BR was the horizontal coordinate of the bottom right corner of the 

polygon in pixels.  When the range rate was greater than zero, the bottom of the polygon 
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had no width, forming the point of the triangular-shaped hazard polygon.  When the 

range rate was less than or equal to zero, the bottom of the polygon expanded as the range 

rate decreased, forming the bottom of the trapezoidal-shaped hazard polygon (see Figure 

A13). 
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Figure A13. Horizontal position of the hazard polygon as a function of range rate, 
indicating how the width of the bottom of the polygon changed. 
 
 

Hazard polygon height 

The height of the hazard polygon was changed to convey time to collision 

according to the following equation: 

1092*100  TTCH        (A.13) 
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where H was the height of the hazard polygon in pixels, and TTC was the time to 

collision between the lead and driver vehicles in seconds.  Figure A14 shows the hazard 

polygon height plotted over a range of TTC values. As TTC decreased, the hazard 

polygon height increased to convey a more significant hazard. 
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Figure A14. Hazard polygon height according to time-to-collision (TTC). 
 
 

Hazard polygon vertical position 

Time headway moved the hazard polygon in the vertical dimension according to 

the following equation: 

57*50 2  THWVP        (A.14) 
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where VP was the vertical coordinate of the bottom edge of the hazard polygon in pixels, 

and THW was the time headway between the lead and driver vehicles in seconds.  To 

illustrate the effect of THW on the vertical position of the hazard polygon, the equation 

above was evaluated over a range of THW values; see Figure A15. As the THW 

increased, the vertical position of the hazard polygon moved vertically on the display. 

The vertical position was a function of the square of THW to keep the polygon closer to 

the middle of the display for a wider range of THW values. 
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Figure A15. Vertical position of hazard polygon according to time headway (THW). 
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Hazard polygon horizontal position 

The relative lateral position between the lead vehicle and the subject vehicle was 

conveyed by moving the hazard polygon in the horizontal dimension. The algorithm for 

moving the hazard polygon in the horizontal dimension is given in the code below. 
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        (A.15) 

where RLP was the relative lateral position between the driver and lead vehicle in meters, 

PLP was the polygon lateral position in pixels, and OffDisplay indicated a shift of the 

polygon off the display (no longer visible). 

Hazard polygon color 

ACC sensor degradation was conveyed in the visual continuous display by 

changing color and fill pattern of the hazard polygon. The rain levels were mapped to the 

various polygon characteristics, as listed in Table A15. 
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Table A15. Rain Level Mapped to Polygon Characteristics 

Rain Level Fill RGB Fill Style Line RGB Line Width 
(Points)

Line Style

Rain < 0.2 255,255,0 Solid 0,0,0 3 Solid

0.2 <= Rain < 0.4 250,250,250 Solid 180,180,180 2 Solid

0.4 <= Rain < 0.6 240,240,240 Solid 220,220,220 1 Dashed

Rain >= 0.6 200,200,200 Cross-
Hatched

150,150,150 1 Dashed

 
 
 

ACC limit lines 

Three limit lines were placed on the display. The first line was a horizontal red 

dashed line at the vertical position corresponding to a 1.5 second THW. The second limit 

line was placed so that the corners of the hazard polygon crossed the line when the 

ACC’s braking power had reached its 0.2 g limit.  These reference lines remained fixed, 

representing the fixed braking limits of ACC, and the shape moved in relation to the fixed 

lines.  All hazardous situations were bounded by these lines (i.e., the lines did not form a 

closed shape): either a horizontal or vertical movement of the shape beyond the reference 

lines indicated that the 0.2 g braking limit of ACC had been reached.  The third limit line 

was a vertical line placed at the center of the display. This line provided a reference point 

for horizontal movements of the hazard polygon due to relative lateral position changes 

between the lead vehicle and driver vehicle. 

Set speed minus adapted speed bar 

The set speed minus adapted speed warning bar was always situated above the top 

line of the hazard polygon. The vertical height of the bar was always 20 pixels. The 
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horizontal width of the bar changed as a function of the difference between the set speed 

and the driver vehicle speed according to the following equation: 

SDFW *30         (A.16) 

where W was the width of the bar in pixels, and SDF was the set speed minus the driver 

vehicle velocity in m/s. 

Display background color 

The background color of the continuous display indicated the state of the ACC 

system. When the ACC system was in the “off” state, the background was black. The 

background color transitioned to gray when the “on/standby” state was selected. Finally, 

the background color was changed to white when the ACC was changed to the “set” 

state.  
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APPENDIX B. PAYMENT FOR ENHANCED FEEDBACK STUDY 

 
Base payment was $45 ($15/hr. for three hours).   
 
Driving Task 
In the task of maintaining a 1.5 s THW to the lead vehicle, if participant had a mean 
THW standard deviation between: 
 0-.20: $0 
 .21-.40: -$1 
 .41-.60: -$2 
 .61-.80: -$3 
 .81-1.0: -$4 
 >1.0:  -$5 
 Each collision reduced payment $0.50 
 
Secondary (Billboard Detection) Task 
If out of the total 144 billboard detection events, participant detected: 
 > 40: $0 extra 
 40 and 60: $1 extra 
 61 and 80: $2 extra 
 81 and 100: $3 extra 
 101 and 120: $4 extra 
 121 and 144: $5 extra 
 Penalty for false alarms: -$1 for every 10 incorrect button pushes 
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APPENDIX C. DRIVER SUPPORT SYSTEM EVALUATION ADAPTIVE CRUISE 
CONTROL (ACC) QUESTIONNAIRE 

 
Date: __________  Research ID: _________   Trial: __________ 
 

Please read each question carefully and answer to your best ability. 
Part I.  This first set of questions asks about basic ACC operation. 
 
1.  ACC is designed to: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Respond to emergency braking situations and avoid collision 
□ Modify vehicle speed to maintain the set 1.5 s following distance 
□ Detect vehicles ahead, within sensor ranges, that move more slowly  
□ Operate at low speeds (i.e., less than 20 mph) 
 
 
2.  ACC considers the following factors to determine its acceleration response: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Lateral and longitudinal position of a lead vehicle (note: lead vehicle is a vehicle ahead, 
in your lane) 
□ Velocity of a lead vehicle 
□ Range (i.e., distance) to a vehicle ahead 
□ Street and traffic conditions 
□ Driver state (e.g., distracted, alert, drowsy, etc.) 
□ Positions of vehicles in the passing lane 
□ Difference between the current speed and (set) cruise speed 
 
 
3.  ACC operates properly in the following situations (or under the following 
conditions):  
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ In heavy fog conditions 
□ On major expressways and roadways in urban environments 
□ In highway construction zones 
□ On straight, narrow roadways 
□ In cloudy conditions with light rain 
□ While in sharp curves 
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4.  How often does ACC operate properly (e.g., operate within its limits; detect a 
lead vehicle that is within its detection range)? 
(Please check the percent of time below that is correct.  Only one answer is correct.)   
 
□ 0% (Never operates properly) 
□ 1 - 49% 
□ 50% (Operates properly half the time) 
□ 51 - 99% 
□ 100% (Always operates properly) 
 
 
Part II.  This next set of questions asks about situations and conditions of use of the ACC 
system.   
 
5.  A lead vehicle, in front of your vehicle, is traveling at 45 mph.  Your (set) cruise 
speed is 45 mph.  If the lead vehicle decelerates to 38 mph, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Decelerate your speed to the lead vehicle speed at a 1.5 s following distance 
□ Maintain your current speed 
 
 5b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
6.  If a braking event by a lead vehicle requires ACC to respond with a deceleration 
output greater than 0.2 g, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Initiate the required deceleration to avoid a collision 
□ Initiate deceleration up to a maximum of 0.2 g 
 
 6b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 
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7.  If your vehicle speed drops below 20 mph in response to the lead vehicle’s 
braking behavior, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Initiate and maintain a 0.2 g deceleration 
□ Release brake pressure (if any is actively being applied) 
□ Modify vehicle speed to maintain the set 1.5 s following distance 
 

7b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
 
8.  If the lead vehicle currently detected by ACC moves out of the detection range, 
the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Accelerate to resume the (set) cruise speed if your current speed is less than the (set) 
cruise speed 
□ Maintain your current speed if it is equal to the (set) cruise speed 
□ Accelerate your speed to the lead vehicle speed at a 1.5 s following distance 
□ Do nothing 
 
 8b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
9.  If your vehicle enters a sharp curve, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
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□ Transition to standby  
□ Turn off 
□ Detect the lead vehicle 
□ Not detect the lead vehicle 
□ Modify vehicle speed to maintain the set 1.5 s following distance, consistently 
□ Accelerate your speed to the lead vehicle speed at a 1.5 s following distance 
 
 9b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
10.  If another vehicle from the passing lane begins a lane change directly in front of 
your vehicle (less than 5 ft), the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Detect the lead vehicle 
□ Not detect the lead vehicle 
□ Modify vehicle speed to maintain the set 1.5 s following distance 
 
 10b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
11.  Your (set) cruise speed is 45 mph.  However, ACC is maintaining a speed of 40 
mph to match the lead vehicle’s speed of 40 mph.  What will happen if the lead 
vehicle accelerates to 50 mph ----   5 mph above your cruise speed?  The ACC 
system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Accelerate your speed to the (set) cruise speed, remaining at a 1.5 s following distance 
□ Accelerate your speed to the (set) cruise speed; following distance will increase beyond 
1.5 s  
□ Maintain your current speed 
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□ Accelerate your speed to the lead vehicle speed, remaining at a 1.5 s following distance 
 
 11b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
12.  Your (set) cruise speed is 45 mph.  However, ACC is maintaining a speed of 40 
mph to match the lead vehicle’s speed of 40 mph.  What will happen if you exit onto 
an off ramp?  The ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Accelerate back up to the (set) cruise speed – 45 mph 
□ Maintain 40 mph until you press the brake pedal 
□ Decelerate the vehicle  
 
 12b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
13.  If a vehicle from the passing lane begins a lane change 500 ft in front of your 
vehicle, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Maintain your (set) cruise speed 
□ Detect the lead vehicle 
□ Not detect the lead vehicle 
□ Modify vehicle speed to maintain the set 1.5 s following distance 
 
 13b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 
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14.  Your vehicle is traveling at 45 mph.  If a vehicle in the passing lane slows down 
to 35 mph, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Maintain your (set) cruise speed 
□ Decelerate your speed to the lead vehicle speed at a 1.5 s following distance 
  

14b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
15.  A lead vehicle, in front of your vehicle, is traveling at 40 mph.  Your set speed is 
45 mph.  If the lead vehicle decelerates to 35 mph, the ACC system will: 
(Please check each statement below that is correct.  There may be more than one correct 
statement.) 
 
□ Transition to standby  
□ Turn off 
□ Decelerate your speed to the lead vehicle speed at a 1.5 s following distance 
□ Maintain your current speed 
□ Maintain your (set) cruise speed 
 
 15b. How confident are you in this response? 
 

(Note: Not at all confident = 0;   Fully confident = 6) 

 
 
 

 



 187  

Part III.  For the following questions, please mark an “X” on each line at the point which 
best describes your feeling or impression in interacting with the Driver Support System – 
this includes both the ACC system and its associated feedback interface. 
 
 
16.  Do you think your understanding of ACC is correct? 
 

(Note: Not at all correct = 0;   Fully correct = 6) 

 
 
17.  Do you think your understanding of ACC is complete?   
 

(Note: Not at all complete = 0;   Fully complete = 6) 

 
 
18.  Were you ever surprised by the ACC’s behavior?   
 

(Note: Never = 0;   Always = 6) 

 
  If so, please describe below. 

 
 
 
 
 
 
 

 
 
 
19.  Were there states and/or features of the ACC that you did not understand?   
 

(Note: Never = 0;   Always = 6) 

0 1 2 3 4 5 6

 
  If so, please describe below. 
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