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ABSTRACT

There is a well-known correspondence between two-dimensional topological

quantum field theories (2-D TQFTs) and commutative Frobenius algebras. Every

2-D TQFT also gives rise to a diffeomorphism invariant of closed, orientable two-

manifolds, which may be investigated via the associated commutative Frobenius al-

gebras. We investigate which such diffeomorphism invariants may arise from TQFTs,

and in the process uncover a distinction between two fundamentally different types of

commutative Frobenius algebras (“weak” Frobenius algebras and “strong” Frobenius

algebras). These diffeomorphism invariants form the starting point for our investiga-

tion into marked cobordism categories, which generalize the local cobordism relations

developed by Dror Bar-Natan during his investigation of Khovanov’s link homology.

We subsequently examine the particular class of 2-D TQFTs known as “uni-

versal sl(n) TQFTs”. These TQFTs are at the algebraic core of the link invari-

ants known as sl(n) link homology theories, as they provide the algebraic structure

underlying the boundary maps in those homology theories. We also examine the

3-manifold diffeomorphism invariants known as skein modules, which were first in-

troduced by Marta Asaeda and Charles Frohman. These 3-manifold invariants adapt

Bar-Natan’s marked cobordism category (as induced by a specific 2-D TQFT) to

embedded surfaces, and measure which such surfaces may be embedded within in

3-manifold (modulo Bar-Natan’s local cobordism relations). Our final results help to

characterize the structure of such skein modules induced by universal sl(n) TQFTs.
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gebras. We investigate which such diffeomorphism invariants may arise from TQFTs,

and in the process uncover a distinction between two fundamentally different types of
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We subsequently examine the particular class of 2-D TQFTs known as “uni-
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ants known as sl(n) link homology theories, as they provide the algebraic structure

underlying the boundary maps in those homology theories. We also examine the

3-manifold diffeomorphism invariants known as skein modules, which were first in-

troduced by Marta Asaeda and Charles Frohman. These 3-manifold invariants adapt

Bar-Natan’s marked cobordism category (as induced by a specific 2-D TQFT) to
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CHAPTER 1
INTRODUCTION

1.1 Background and Motivation

Modern knot theory owes much of its vitality to the introduction of the Jones

Polynomial, as first presented by V. F. R. Jones in [8]. That link invariant assigns

a Laurent polynomial to every equivalence class of oriented links, and was unique

at the time in that it was completely determined by a so-called local skein relation.

That skein relation related the Jones polynomials of link diagrams that differed only

at a single crossing, allowing the polynomial to be calculated (with relative ease) in

a purely combinatorial matter.

In [11], Mikhail Khovanov introduced his groundbreaking homology theory

for links. This theory, which assigned an entire sequence of homology groups to an

equivlance class of links, was influential largely in that it represented a “categorifi-

cation” of the Jones polynomial. Here the term “categorification” means that the

Euler characteristic of the link homology groups recovers the link’s Jones polynomial.

In particular, Khovanov’s homology carries strictly more information than the Jones

polynomial, distinguishing all knots that are distinguishable by the Jones polynomial

as well as many knots that aren’t distinguishable by the Jones polynomial.

Khovanov’s link homology directly influences the topics of this thesis via the

boundary maps in its chain complex. As originally noticed by Dror Bar-Natan in [3],

those boundary maps could be interpreted as two-dimensional surfaces (cobordisms)
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connecting a pair of closed one-dimensional manifolds (two state-spaces of the link

that result from “smoothing” all crossings). The mathematical structure underlying

these boundary maps were then interpreted via two-dimensional topological quantum

field theory, which functorially assigns algebraic data to all such 2-D cobordisms.

Variations on Khovanov’s link homology soon appeared [12],[18],[14], with

many of the new homology theories being “reverse engineered” from the particu-

lar two-dimensional topological quantum field theories that were chosen for their

boundary maps. All of these related theories shared many basic features, and they

collectively became known as sl(n) link homology theories because of their relation-

ship to the sl(n) link polyonomials. Similarly, the topological quantum field theories

underlying their boundary maps were all of a particular form, here conveniently re-

ferred to as “universal sl(n) topological quantum field theories”.

The underlying topological quantum field theories soon developed into an in-

teresting topic in their own right, and this is the primary stream of research that

we follow in this thesis. In particular, Bar-Natan’s cobordism interpretation of Kho-

vanov’s boundary operator spawned the study of local cobordism relations and skein

module diffeomorphism invariants of three-manifolds. This field of study was pio-

neered by Marta Asaeda and Charles Frohman in [1], and this thesis culminates in a

generalization of several fundamental results from their work.
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1.2 Basic Definitions and Theorems

In this section we introduce the basic theoretical framework that informs my

own work from Chapters 2 and 3. We begin in Subsection 1.2.1 with the formal defi-

nition of an n-dimensional topological quantum field theory (TQFT), which requires

a modest amount of category theory. Wishing to focus upon TQFTs of dimension

n = 2, Subsection 1.2.2 introduces commutative Frobenius algebras and recaps the

foundational results that relate such algebras to 2-D TQFTs. Subsection 1.2.3 intro-

duces skein modules as well as Bar-Natan’s marked cobordism category, which will

play a central role in Chapter 3.

1.2.1 Topological Quantum Field Theories

The notion of a Topological Quantum Field Theory, or TQFT, was formally

introduced by Atiyah in [2]. Here we introduce the technical definition of such a

theory as a symmetric monoidal functor from the n-dimensional oriented cobordism

category to the category of vector spaces over some fixed field k. For a more detailed

development of these topics, see [2] or [17]; for a rigorous treatment of basic concepts

from category theory, see [19].

We begin by recalling the definition of a symmetric monoidal category,

which is a category C in possession of a commutative and associative product functor

⊗ : C×C→ C with unit object 1C ∈ C. In particular, there exist isomorphisms:

1. C ⊗ C ′ ' C ′ ⊗ C for all C,C ′ ∈ C.

2. (C ⊗ C ′)⊗ C ′′ ' C ⊗ (C ′ ⊗ C ′′) for all C,C ′, C ′′ ∈ C.
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3. C ⊗ 1C ' C for all C ∈ C.

Note that, as the map ⊗ is a functor, it can also be used to take the product

of two morphisms in C. As the conditions above feature isomorphisms instead of

equals signs, also note that we are actually working with a non-strict symmetric

monoidal category. As such, the isomorphisms themselves are required to satisfy a

set of coherence conditions that take the form of commutative diagrams (see [19]).

Luckily, these additional considerations do not impact this thesis, and in fact one

may show that every non-strict symmetric monoidal category is naturally equivalent

to a strict monoidal category [19].

Given symmetric monoidal categories C and D, equipped (respectively) with

products ⊗C and ⊗D, a symmetric monoidal functor is a functor F : C → D

that preserves symmetric monoidal structure. Namely, there exist isomorphisms:

1. F (C ⊗C C
′) ' F (C)⊗D F (C ′) for all C,C ′ ∈ C.

2. F (1C) ' 1D.

Here we distinguish the two tensor product operations for emphasis. From

now on, we will suppress the subscript when it is clear from context.

The two symmetric monoidal categories that play a central role in topological

quantum field theory are Vect(k) and nCob. For k a field, Vect(k) is the usual

category of vector spaces over k. Vect(k) has a symmetric monoidal structure with

respect to normal tensor product of vector spaces (over k). The standard isomorphism

k ⊗k V ' V shows that 1Vect(k) = k serves as the unit object with respect to this
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product. nCob, the n-dimensional cobordism category, is defined as follows:

Definition 1.2.1. For any positive integer n, define a symmetric monoidal category

nCob with:

• Objects are closed, oriented (n-1)-manifolds.

• Given objects M,N ∈ nCob, morphisms from M to N are n-dimensional cobor-

disms from M to N . If M̄ denotes the manifold M with orientation reversed,

such a cobordism is an oriented n-manifold B with an (orientation-preserving)

diffeomorphism ∂B ' M̄ t N . All bordisms are taken modulo orientation-

preserving diffeomorphisms B ' B′ that extend to the obvious diffeomorphism

∂B ' ∂B′.

• Given morphisms B : M → M ′ and B′ : M ′ → M ′′, composition is given by

gluing along the common boundary: B′ ◦B : M →M ′′, B′ ◦B = B
∐

M ′ B
′.

• Symmetric monoidal structure given by disjoint union of manifolds, with the

empty (n-1)-manifold acting as the unit object.

One may visualize a cobordism B : M → N as an n-dimensional surface

embedded in Rn× I, “going up” from ∂0B = B ∩ (Rn× 0) = M to ∂1B = B ∩ (Rn×

1) = N . Composition of morphisms in nCob is then simply vertical “stacking” of

compatible corbordisms, while the identity morphism idM : M →M is diffeomorphic

to the cylinder M×I. To ensure that gluing is well behaved, in the embedded case we

further require that B is tubular near both of its ends: B ∩ (Rn × [0, δ]) = M × [0, δ]
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and B ∩ (Rn × [1 − δ, 1]) = N × [1 − δ, 1] for some small δ > 0. For the majority of

our discussion any sort of embedding will be forgotten so that such technical gluing

conditions may be ignored (although “top” and “bottom” will still be identifiable via

the convention that the orientation on B disagrees with the orientation on the “in”

boundary M and agrees with the orientation on the “out” boundary N).

We are now ready for the definition of a TQFT:

Definition 1.2.2. A k-valued n-dimensional topological quantum field theory

(n-D TQFT) is a symmetric monoidal functor from nCob to Vect(k). In particular,

it is a functor Z such that:

• For an (n-1)-dimensional closed oriented manifold M , Z(M) is a k-vector space.

• For an n-dimensional cobordism B : M → N , Z(B) is a k-linear map from

Z(M) to Z(N).

• For a composition of n-dimensional cobordisms M ′ ◦M , there is a composition

of k-linear maps Z(M ′) ◦ Z(M).

• For any disjoint union M tN , Z(M tN) = Z(M)⊗k Z(N).

• Z(∅) = k.

Note that if a pair of oriented n-manifolds M and N are diffeomorphic via a

orientation-preserving diffeomorphism that extends to their boundaries, then Z(M) =

Z(N) by the definition of nCob. Functoriality of Z also ensures that Z(A) ' Z(B)
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for a pair of diffeomorphic closed, oriented (n-1)-manifolds, although here we don’t

necessarily have equality.

Now take any closed, oriented (n-1)-manifold M and consider the n-manifold

B = M × I, a manifold with boundary ∂B = M t M̄ . A TQFT Z offers several

basic identifications for Z(B), as there is a distinct cobordism for each partition of

the two boundary components of B. The simplest identification for Z(B) follows

from the “cylinder” bordism from M to M (or equivalently from M̄ to M̄), which

corresponds to the identity map 1M (respectively 1M̄). We may also identify Z(B) as

an “evaluation” map evZ(M) from Z(M t M̄) ' Z(M)⊗Z(M̄) to Z(∅) ' k, resulting

in a bilinear pairing of Z(M) with Z(M̄), or as a “coevaluation” map coevZ(M) from k

to Z(M)⊗Z((̄M)). The bilinear pairing of evZ(M) prompts the following well-known

proposition, whose proof I have based largely upon the one from [17]:

Proposition 1.2.3. Let Z be an n-dimensional TQFT, and let M be a closed, ori-

ented (n-1)-manifold. If M̄ is M with orientation reversed, then Z(M̄) ' Z(M)∗,

where Z(M)∗ is the dual space of Z(M).

Proof. Fix M and let B = M × I. If we define evZ(M),b : Z(M)→ k by evZ(M),b(a) =

evZ(M)(a, b) for any b ∈ Z(M̄), the pairing evZ(M) induces a k-linear map α : Z(M̄)→

Z(M)∗ via α(b)(a) = evZ(M),b(a). Utilizing the natural bilinear pairing γ : Z(M)∗ ⊗

Z(M) → k, we then define β : Z(M)∗ → Z(M̄) as the composition: (γ ⊗ 1Z(M̄)) ◦

(1Z(M)∗ ⊗ coevZ(M)) : Z(M)∗ ⊗ k → Z(M)∗ ⊗Z(M)⊗Z(M̄)→ k⊗Z(M̄). It can be

shown that β is the inverse of α, making α an isomorphism.
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Another well-known result that will immediately prove useful is the following.

Once again, my proof follows that from [17]

Proposition 1.2.4. Let Z be an n-dimensional TQFT, and let M be a closed, ori-

ented (n-1)-manifold. Then Z(M) is a finite-dimensional vector space over k.

Proof. Using the same notation as from Proposition 1.2.3, we focus upon the middle

space Z(M)∗⊗Z(M)⊗Z(M̄) in the definition of β. As we may rewrite any element

v ∈ Z(M) ⊗ Z(M̄) so that v ∈ Z(M) ⊗ W for some finite-dimensional subspace

W ⊆ Z(M̄), the image of the last part of β in Z(M̄) is finite-dimensional. As β is

already known to be an isomorphism by 1.2.3, it follows that Z(M̄) ' Z(M)∗ and

hence that Z(M) is finite-dimensional.

More generally, now consider any oriented n-manifold B along with a partition

of its boundary into two disjoint components: ∂B = M1 tM2. A TQFT Z may then

be used to identify B with a k-linear map Z(M1) → Z(M2). Of particular interest

is the case where M1 = ∂B and M2 = ∅, which allows us to identify Z(B) with a

k-linear map Z(∂B)→ k. This is simply an element of the dual vector space Z(∂B)∗,

which is isomorphic to Z(∂B) by Proposition 1.2.4. Thus we have the identification

Z(B) ∈ Z(∂B) for any oriented n-manifold B. If B is closed, this becomes an

identification of Z(B) with an element of the base field k. In other words, Z gives

a k-valued diffeomorphism invariant of closed n-manifolds. What types of k-valued

diffeomorphism invariants may arise from a TQFT in this manner will be the primary

topic of Chapter 2.
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1.2.2 2-D TQFTs and Commutative Frobenius Algebras

In this thesis we will focus upon TQFTs of dimension n = 2, which we know

to be symmetric monoidal functors Z : 2Cob→ Vect(k). An object of 2Cob is an

closed, oriented 1-manifold, which is necessarily a disjoint union of copies of S1. It

follows that any 2-D TQFT Z is completely determined, on the object level, by the

assignment Z(S1) = A ∈ Vect(k). In particular, Z(M) ' A⊗J for the 1-manifold

consisting of J disjoint circles. Morphisms in 2Cob are cobordisms between J copies

of S1 and I copies of S1 for some non-negative integers I, J . Following Khovanov [11],

we let SIJ denote the (diffeomorphism class of the) connected cobordism of minimal

genus from J circles to I circles. Some such elementary cobordisms are shown below

in Figure 1.1. Note that we distinguish S1
2 and S2

1 , despite the fact that both are

diffeomorphic to a copy S2 with three boundary components, as we wish to identify

each with a different k-linear map between its “in” and “out” boundary components:

S1
0 S0

1 S1
2 S2

1

Figure 1.1: Elementary Cobordisms

Our TQFT sends these surfaces to the k-linear maps:
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Z(S1
0) = ι : k → A Z(S0

1) = ε : A→ k

Z(S1
2) = m : A⊗ A→ A Z(S2

1) = ∆ : A→ A⊗ A

The maps above grant A both a multipication m and a comultiplication δ,

with unit map ι and counit map (trace) ε. It can be shown that these operations

are commutative and associative, ensuring that A has additional structure as both

a k-algebra and a k-coalgebra (see [15] for a thorough discussion). As we will see in

Theorem 1.2.7, A has the full structure of a commutative Frobenius algebra. This

prompts the following definition:

Definition 1.2.5. Let k be a field. A commutative Frobenius algebra is a finite-

dimensional, commutative k-algebra that satisfies any of the following, equivalent,

properties:

1. There exists a k-linear map ε : A→ k such that Null(ε) contains no nontrivial

left ideals.

2. There exists a nondegenerate bilinear pairing β : A⊗ A→ k.

3. There exists a left (equivalently right) A-linear isomorphism between A and A∗.

The map ε is known as the Frobenius form, or trace map, and is said to

be nondegenerate if it satisfies the condition above. The map β is known the Frobe-

nius pairing and is defined in terms of the Frobenius form as β(a, a′) = ε(aa′). The

equivalence of the conditions above is widely available in references such as [15]. One

important consequence of these conditions, as proven in [15], is that every commuta-
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tive Frobenius algebra (A, ε) admits a cocommutative comultiplication ∆ : A→ A⊗A

whose counit ε : A→ k is the Frobenius form ε.

If A is an n-dimensional Frobenius algebra (n < ∞) with basis {x1, ..., xn},

nondegeneracy of ε is equivalent to the invertibility of the matrix λ = [[ε(xixj)]].

We henceforth refer to λ as the Frobenius matrix of ε. Given a nondegenerate

Frobenius form ε and a basis {x1, ..., xn}, λ can be used to determine a dual-basis

relative to ε: a second k-linear basis such that ε(xiyi) = 1 and ε(xiyj) = 0 whenever

i 6= j. A commutative Frobenius algebra A, along with a nondegenerate trace ε and

a choice of dual-bases (xi, yi), is collectively referred to as the Frobenius system.

We write the Frobenius system in compact form as (A, ε, (xi, yi)), or simply as (A, ε)

when our results are independent of a choice of basis. For any choice of dual-bases

(xi, yi), we always have ∆(1) =
∑

i xi ⊗ yi.

An equivalence of Frobenius systems (A, ε) and (Ã, ε̃) is a k-algebra isomor-

phism φ : A→ Ã such that ε ≡ ε̃◦φ. It is important to note that, since a fixed algebra

A may admit numerous non-equivalent Frobenius structures, it is actually the entire

Frobenius systems that form the object set in the category of Frobenius algebras.

It may be shown (see [15]) that every Frobenius equivalence extends to a coalgebra

isomorphism: that ε ≡ ε̃ ◦ φ ensures ∆ ≡ ∆̃ ◦ φ for the respective comultiplication

maps.

Here we pause to point out several additional properties of commutative Frobe-

nius algebras. The first of these properties follows from condition 3 in Definition

1.2.5, which prompts a k-linear isomorphism A ⊗ A ∼= A ⊗ A∗ ∼= End(A) given by



12

a ⊗ b 7→ aε(b ). This linear isomorphism actually extends to a k-algebra isomor-

phism if one defines a multiplication operation (called the ε-multiplication) on A⊗A

by (a⊗b)(a′⊗b′) = aε(ba′)⊗b′ = a⊗ε(ba′)b′. One final property satisfied by any com-

mutative Frobenius algebra that follows from a consideration of the ε-multiplication

is the following, which is carefully established in standard resources such as [9]:

Proposition 1.2.6. Given a Frobenius system (A, ε) as well as any choice of dual-

bases (xi, yi), then a =
∑

i xiε(yia) =
∑

i ε(axi)yi for all a ∈ A

This property will prove to be especially important in Subsection 1.2.3 and

then again in Chapter 3, where it will directly relate to the “neck-cutting” relations of

the associated marked cobordism category. A related consequence from our definition

of ε-multiplication is that ε = ε̃ iff
∑

(xi ⊗ yi) =
∑

(x̃i ⊗ ỹi), as both sums serve as

the unit element for the ε-multiplication.

Our interest in commutative Frobenius algebras is the following theorem, the

idea of which dates back to Dijkgraaf [6]. For a full proof of the result (a completely

constructive and rather tedious exercise), see standard texts such as [15]

Theorem 1.2.7. For any 2-D TQFT Z, Z(S1) = A is a commutative Frobenius

algebra. Furthermore, the category of 2-D TQFTs over k is equivalent to the category

of commutative Frobenius k-algebras.

Proof. Equivalence follows by taking Z to Z(S1) = A and the “cap” cobordism S0
1

to the Frobenius form ε.

In Chapters 2 and 3, we will use Theorem 1.2.7 to recast many topological
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results concerning TQFTs in purely algebraic terms. Yet in order to motivate this

approach, it is helpful to introduce Bar Natan’s marked cobordism category and local

skein relations.

1.2.3 Skein Modules

As first presented by Bar-Natan [3], the correspondence between 2-D TQFTs

and Frobenius systems may be used to pictorially represent algebraic properties of a

Frobenius system (A, ε, (xi, yi)) in terms of local relations on “marked” 2-D surfaces.

Bar-Natan’s approach utilizes a modification of the category 2Cob that con-

sists of “decorated” cobordisms 2CobA. The objects of 2CobA are the same as those

in 2Cob, but the morphisms in this new category may be “marked” by elements of

A (a surface is said to be “unmarked” if marked by 1 ∈ A). These markings may be

moved around upon a fixed component of a surface and may be multiplied together

(or factored) on that component, but may not “jump” between distinct components

of the same cobordism. As A is a k-algebra, we also take 2CobA to be a k-linear

category. By convention, we choose to write elements of k ⊆ A in front of the surface.

This convention is followed even if the given cobordism has multiple components: re-

call that a disjoint union of cobordisms corresponds to tensor product, and as tensor

product is k bilinear it doesn’t matter which component of the cobordism a marking

in k originated from.

In order to accommodate the various algebraic properties of (A, ε, (xi, yi)), a

quotient category 2CobA/l is formed via three sets of local relations l. The effect
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of these relations is to identify (marked) surfaces that are evaluated similarly by the

associated 2-D TQFT. All of this was originally done with respect to the rank-2

Frobenius algebra underlying Khovanov’s link homology, a system with underlying

algebra A = C[x]/(x2) and trace ε defined on the standard basis {1, x} by ε(1) =

0, ε(x) = 1. This structure gives a particularly simple dual basis of {(1, x), (x, 1)}.

Using Bar-Natan’s original Frobenius system as a clarifying example, we describe

these three sets of local relations below.

1) Sphere Relations: In Subsection 1.2.2 we noted how a 2-D TQFT identifies the

“cap” cobordism S0
1 with the Frobenius map ε : A → k. Similarly, the “cup” cobor-

dism S1
0 is identified with the unit map u : k → A. As a = a ∗ u(1) for any a ∈ A, a

cup marked by a is interpreted as precomposition by a (here ∗ simply denotes multi-

plication in A). These observations combine to yield the so-called “sphere relations”,

which associate a sphere marked by a with the element ε(a) ∈ k. More formally, they

say that we may remove an unmarked sphere component from any cobordism at the

cost of multiplying the rest of the cobordism by ε(a) ∈ k. In Bar-Natan’s original

Frobenius system we have ε(1) = 0 and ε(x) = 1 for the k-linear basis {1, x}, so that

all “sphere relations” are generated by the two relations below. Note that, following

Bar-Natan’s original notation, we use a dot to denote a surface marked by x ∈ A.

��
��
��

��
��
��

= 1
1

= 0

Figure 1.2: Bar-Natan’s Sphere Relations
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2) “Dot Reduction” Relation: This relation allows us to re-label any component

of a cobordism by an equivalent element of A. In Bar-Natan’s case, there is a single

generating relation in x2 = 0, and hence all such re-labelings are generated by the

double “dot reduction” below:

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
�� = 0

Figure 1.3: Bar-Natan’s “Dot Reduction” Relation

3) Neck-Cutting Relation: The so-called “neck-cutting” relation may be applied

to any cobordism component N that admits a compression disk- a two-dimensional

disk D2 such that δD2 ⊂ N and the interior of D2 is disjoint from N . Formally, the

effected component is “cut” along the compression disk D2, with a regular neighbor-

hood of D2 (an annulus with core D2) being replaced by two-copies of D2 that are

glued in along the two new boundary components 1.

Bar-Natan’s original neck-cutting relation is shown below. Algebraically, it is

a direct consequence of the Frobenius algebra property from Proposition 1.2.6, which

states that a =
∑

i xiε(yia) for all a ∈ A. We interpret this as an equality between

two endomorphisms of A. The left-hand side of the equation is simply the identity

1If the cobordisms on the left- and right-hand sides of the resulting equality are in-
terpreted as the two boundary components of a 3-manifold with corners (a 3-cobordism
between the left and right sides), then this neck-cutting operation represents nothing more
than the attachment of a 2-handle.



16

map 1A : A → A, which is mapped to a cylinder via the associated TQFT. The

right-hand side of the equation is a sum of terms that apply ε(xi ) to the input and

then output yi = yiu(1). Via the associated TQFT, these respectively correspond to

a cap decorated by xi and then a cup decorated by yi.

= +

Figure 1.4: Bar-Natan’s Neck-Cutting Relation

In Chapter 3 we deal with generalizations of these local relations to the entire

family of “universal sl(n) Frobenius extensions”, while even broader generalizations

of the relations to an arbitrary Frobenius system will be implicit in much of what

we do in Chapter 2. In both chapters, the cobordisms of interest will be closed. No

matter the underlying Frobenius algebra, if we consider these cobordisms abstractly

(i.e.- not embedded within some higher-dimensional space) such local relations allow

us to evaluate any closed cobordism (marked or unmarked) to an element of k. Neck-

cutting is used to compress all surfaces down to a disjoint union of spheres, which

may then be evaluated to k via the dot-reduction relation and spheres relations. By

construction, for unmarked closed surfaces M this evaluation always coincides with

the value Z(M)(1) ∈ k from the diffeomorphism invariant of the associated 2-D

TQFT Z.
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One application of Bar-Natan’s marked cobordism category are the 3-manifold

diffeomorphism invariants known as skein modules, which were originally introduced

by Asaeda and Frohman in [1]. Given a 3-manifold M and a Frobenius system

(A, ε), the skein module KA(M) of M induced by (A, ε) is a k-module generated

by the isotopy classes of marked surfaces embedded in M , and taken mudolo the

same relations as from the marked cobordism category 2CobA/l. As such, these

invariants identify marked, closed cobordisms that “evaluate similarly” via the 2-D

TQFT associated to (A, ε), although now our cobordisms are no longer in ambient

space and thus the choice of embedding matters.

The shift to embedded surfaces presents two significant differences when deal-

ing with Bar-Natan’s original local relations. First off, the sphere relations may only

be applied to spheres that bound balls. Secondly, many higher genus surfaces may

not possess a compression disk. These differences are actually what make the skein

modules interesting: if we were able to compress all closed surfaces down to spheres

and then apply the sphere relations, all skein modules would be trivial!

In [1], Asaeda and Frohman explore skein modules induced by the specific

Frobenius system underlying Khovanov homology. Thus the local relations on their

surfaces are exactly the same as Bar-Natan’s from earlier in this subsection. The

existence of skein modules KA(M) for any underlying Frobenius system (A, ε) were

thoroughly established by Kaiser in [10] 2. At the end of Chapter 3, we will ap-

2Kaiser treated the more general case of Frobenius extensions over an arbitrary com-
mutative ring R (as opposed to a field R = k)- an approach we will develop in Section
3.1.
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ply many of our new results about “universal sl(n) Frobenius extensions” towards

the skein modules induced by those Frobenius systems. The result will be several

theorems that greatly generalize facts about the “Bar-Natan skein module” in [1].

1.3 Thesis Outline

This thesis presents two related investigations into the realm of 2-D TQFTs

and their associated commutative Frobenius algebras. In Chapter 2, we focus upon

the observation from the end of Subsection 1.2.1 that every 2-D TQFT comes equipped

with diffeomorphism invariant of closed, oriented 2-manifolds. Which diffeomorphism

invariants may arise in such a way are comprehensively characterized. This topic,

which (shockingly) hasn’t been touched upon anywhere in the literature, is especially

interesting in that it reveals a deep indebtedness of topological quantum field theory

to combinatorics and symmetric polynomials.

In Chapter 3 we alternatively expand upon the marked cobordism category

and skein module discussion of Subsection 1.2.3. The results above are generalized

to an entire class of “universal sl(n) TQFTs”. This work will require us to generalize

the notion of a commutative Frobenius algebra to ring extensions known as Frobenius

extensions, which allow us to replace the base field k by an arbitrary commutative ring

(with 1) R. Our exploration of “universal sl(n) skein modules” will exhibit a direct

application of our work from Chapter 2, as the diffeomorphism invariant underlying

any 2-D TQFTs forms a fundamental part of any marked cobordism category. We

close with several results categorizing “universal sl(n) skein modules”.
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CHAPTER 2
DIFFEOMORPHISM INVARIANTS FROM TQFT

2.1 Introduction

At the end of Subsection 1.2.1 we noted how, for any oriented n-manifold B,

an n-dimensional TQFT Z allows us to identify Z(B) with an element of the k-vector

space Z(δB). In the case of a closed n-manifold we have Z(δB) = Z(∅) = k and hence

an identification Z(B) ∈ k. As morphisms in the cobordism category nCob are taken

modulo orientation-preserving diffeomorphisms, it follows that every n-dimensional

TQFT comes equipped with a k-valued diffeomorphism invariant for closed orientable

n-manifolds. Our primary goal in this chapter is characterize which such invariants

may arise from TQFTs in the case of dimension n = 2, as well as to investigate what

these invariants can tell us about the underlying TQFT Z. Some of our results here

will require that k be algebraically closed, so for the remainder of this chapter we will

take k = C.

We begin by noting that, as every closed orientable 2-manifold is diffeomorphic

to the genus-i surface Σi (with positive orientation) for some integer i ≥ 0, our

invariant takes the form of a function f : N → k. If f = fZ is the diffeomorphism

invariant associated to the 2-D TQFT Z, we henceforth refer to fZ as the Frobenius

function of Z (or equivelently as the Frobenius function of the associated Frobenius

system). Restated, our primary goal of this chapter is then:

Question 2.1.1. Which functions f : N→ k may be realized as the Frobenius func-
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tion of some 2-D TQFT Z?

In Section 2.3 we will quickly see that any potential Frobenius function f must

possess a recurrence relation of degree equal to the value f(1) = n. Beyond this,

our investigation will reveal two fundamentally different classes of Frobenius systems

that yield easily distinguishable types of Frobenius functions: “strong” systems whose

functions possess a minimal-order recurrence of degree precisely n, and “weak” sys-

tems whose functions admit a lower-order recurrence. The answer to Question 2.1.1

will be drastically different depending upon whether the associated Frobenius system

is strong or weak. Briefly stated, our primary results of this chapter will be:

Theorem 2.1.2. Let f : N → k be a function such that f(1) = n. Then f is a

Frobenius function iff:

1. f(1) = n is a positive integer.

2. f possesses a recurrence relation of degree n.

3. f admits a recurrence relation of degree strictly less than n

(OR)

f has a minimal-order recurrence of degree precisely n and there exist constants

γ1, ..., γn ∈ k such that:

(a) f(0)en = en−1

(b) f(i) = pi−1 for all i ≥ 2
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Where ei is the ith elementary symmetric polynomial in the γi and pi is the ith

power symmetric polynomial in the γi.

To close the chapter, we will apply the machinery of Section 2.3 to answer the

so-called “Vacuum Hypothesis”, which asks whether the Frobenius algebra Z(S1) = A

associated to a certain 2-D TQFT Z may be naturally identified with the algebra of

2-D surfaces that have S1 as their boundary (modulo surfaces that are “evaluated

similarly” by Z). This hypothesis will prove to be true iff the associated Frobe-

nius system is strong, giving some topological credence to the algebraic strong/weak

distinction that we develop in Section 2.3:

Theorem 2.1.3. Let Z be a 2-D TQFT with associated Frobenius system (A, ε), so

that Z(S1) = A. If (A, ε) is a strong Frobenius system, then it is Frobenius equivalent

to the algebra of orientable 2-D surfaces M such that ∂M = S1, modulo surfaces that

are “evaluated equivalently” by Z. If (A, ε) is a weak Frobenius system, then that

same algebra of 2-D surfaces is isomorphic to some proper sub-algebra of A (which

may or may not admit the natural Frobenius structure).

2.2 “Genus Reduction”

In Subsection 1.2.3 we introduced a series of local relations for “marked” cobor-

disms, which identified surfaces that were “evaluated similarly” by the 2-D TQFT

in question. One of those relations was a neck-cutting relation, which allowed us to

compress along a compression disk and replace a component of the effected cobor-

dism by a direct sum of cobordisms. Here we consider the case where the “top” and
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“bottom” on the right side of the neck-cutting relation are of the same component, so

that neck-cutting amounts to eliminating a 1-handle on the given component. All of

this is done with respect to a general 2-D TQFT, not the specific TQFT underlying

Khovanov homology that we treated in Subsection 1.2.3

The first step here is to notice that a 1-handle can be represented as a com-

position of the “cup” cobordism S1
0 with the “upside-down pants” cobordism S2

1 and

then the “pants” cobordism S1
2 . After applying the 2-D TQFT Z, this composition of

cobordisms corresponds to the k-linear map m◦∆◦u : k → A, which we identify with

the element m(∆(1)) ∈ A via the image of 1 (see Figure 2.1). The effect of removing

a 1-handle, after passing to the associated Frobenius system (A, ε), then amounts to

multiplication by the element m(∆(1)) = g ∈ A. We henceforth refer to this element

as the genus reduction term of the Frobenius system (A, ε).

1 1
↑

∆(1)

↑
m(∆(1))

= m(∆(1))

Figure 2.1: A handle

Kock alternatively refers to g = ω as the handle element of A in several

exercises ([15], pgs. 128-131). We choose the terminology of “genus reduction term”

to emphasize its geometric meaning for closed 2-D surfaces. For a choice of dual-basis
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(xi, yi) we always have g = m(∆(1)) = m(
∑

i xi ⊗ yi) =
∑

i xiyi. In Lemma 2.2.2 we

will see that this summation is invariant under change in dual-bases.

For closed cobordisms, this implies that a torus decorated with a ∈ A evaluates

to a sphere marked by ag ∈ A. Since a sphere marked by a ∈ A is evaluated by Z to

ε(a), we have that a unmarked torus evaluates to ε(g) = ε(
∑

i xiyi) =
∑

i(ε(xiyi) =∑
i(1) = n ∈ k for any 2-D TQFT Z. Repeated genus reduction similarly shows

that the (unmarked) oriented genus-i surface Σi evaluates to ε(gi) ∈ k for any 2-D

TQFT Z (see Figure 2.2). In the language of Frobenius functions, this means that

fZ(i) = ε(gi) for the function f = fZ induced by the TQFT Z. These observations

will be the starting point for our investigation of Frobenius functions in Section 2.3.

. . .

. . .

Σi

1 =
gi

Figure 2.2: Repeated neck-cutting down to a sphere

For the remainder of this section we prove a number of foundational results

involving the genus-reduction term g, which will be useful both in this chapter and in

Chapter 3. We begin by citing the following well-known theorem involving Frobenius

systems, whose proof may be found in [15] or [9]:

Lemma 2.2.1. Let (A, ε, (xi, yi)) and (A, ε̃, (x̃i, ỹi)) be two Frobenius systems with
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the same underlying algebra A. Up to change of dual-bases, we have (A, ε̃, (x̃i, ỹi)) =

(A, ε(d ), (xi, d
−1yi)) for some invertible d ∈ A. Therefore, there is a bijection be-

tween (equivlance classes of) Frobenius systems over A and invertible d ∈ A.

One immediate consequence of Lemma 2.2.1 is that, over a fixed algebra A,

two Frobenius systems are equivalent iff they have identical Frobenius forms ε ≡ ε̃.

The next lemma shows that g is unaffected by changes in dual-bases:

Lemma 2.2.2. Let (A, ε, (xi, yi)) and (A, ε, (x̃i, ỹi)) be two Frobenius systems that

differ only via the choice of dual-bases, and denote their genus-reduction terms by g

and g̃, respectively. Then g = g̃.

Proof. We argued in Subsection 1.2.2 that ε ≡ ε̃ iff
∑

(xi⊗yi) =
∑

(x̃i⊗ ỹi) ∈ A⊗A.

The well-definedness of the map A ⊗ A → A, a ⊗ b 7→ ab then ensures that g =∑
xiyi =

∑
x̃iỹi = g̃.

The import of Lemma 2.2.1 to this thesis is the following corollary:

Corollary 2.2.3. Let (A, ε, (xi, yi)) and (A, ε̃, (x̃i, ỹi)) be two Frobenius systems with

the same underlying algebra A, and with genus-reduction terms given by g and g̃

(respectively). Then g̃ = d−1g for some invertible d ∈ A.

Proof. By Lemma 2.2.1, after a possible change of dual-bases we have (A, ε̃, (x̃i, ỹi)) =

(A, ε(d ), (xi, d
−1yi)) for some invertible d ∈ A. By Lemma 2.2.2, change of dual-

bases leaves g̃ unchanged, so by comparing (A, ε(d ), (xi, d
−1yi)) with (A, ε, (xi, yi))

we have g̃ =
∑
x̃iỹi =

∑
xid
−1yi = d−1g.
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Corollary 2.2.3 clearly extends to the result that g̃i = (d−i)gi for all integers

i ≥ 1. Sadly, this corollary tells us very little about how the ε(gi) relate to the ε̃(g̃i),

since the invertible d ∈ A above need not be in k and hence can’t be pulled out

of the argument for ε. Later in this chapter, this fact will make the determination

of Frobenius functions a highly non-trivial manner. However, do note that gi = 0

(respectively gi 6= 0) does imply that g̃i = 0 (g̃i 6= 0), since the unit d cannot be a

zero divisor. This final fact will be recalled in Chapter 3, where it will place a crucial

role in our primary theorem about “universal sl(n) Frobenius extensions”.

Our final lemma states that the genus-reduction term is respected by Frobenius

equivalence. When the underlying algebra A of two equivalent Frobenius systems is

the same, this is an immediate consequence of Lemma 2.2.1 and Corollary 2.2.3.

We now prove the more general case, where we have a Frobenius equivalence between

systems with possibly distinct underlying algebras A and Ã (although obviously where

we still require A ∼= Ã as algebras).

Lemma 2.2.4. Let (A, ε, (xi, yi)) and (Ã, ε̃, (x̃i, ỹi)) be Frobenius equivalent via φ :

A → Ã. If g and g̃ are the respective genus-reduction terms of these two systems,

then φ(g) = g̃.

Proof. By definition we have ε = ε̃ ◦ φ. Lemma 2.2.2 also tells us that the genus-

reduction term is invariant under change of dual-bases, so we may assume WLOG

that (x̃i, ỹi) has been chosen such that ε(xi) = x̃i for all i. If λ and λ̃ are the Frobe-

nius matrices for these systems, we then have λ̃ = [[ε̃(x̃ix̃j)]] = [[ε̃(φ(xi)φ(xj))]] =

[[ε̃(φ(xixj))]] = [[ε(xixj)]] = λ. As the Frobenius matrix is directly used to de-
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termine the second half of any dual-bases, if yi =
∑

m cimxm in the first system

(cim ∈ k) then we have the same constants in the expressions ỹi =
∑

m cimx̃m.

It follows that our genus-reduction terms are g =
∑

i xiyi =
∑

i,m cimxixm and

g̃ =
∑

i x̃iỹi =
∑

i,m cimx̃ix̃m. We may then conclude that φ(g) = g̃.

2.3 Strong & Weak Frobenius Systems

Once again, let fZ : N → k be the Frobenius function associated to the

TQFT Z, and let (A, ε, (xi, yi)) be the associated Frobenius system. In Subsection

2.2 we noted how fZ(i) = ε(gi) for all i ≥ 0, where g =
∑

i xiyi is the genus-

reduction term of A. We begin by noting that the dual-bases condition always gives

fZ(1) = ε(g) =
∑

i ε(xiyi) =
∑

i 1 = n, where n ≥ 1 is the rank of A. It follows that

fZ(1) must be a positive integer for any Frobenius function fZ . Higher values of fZ

resist a similarly immediate interpretation, and in fact may be extremely difficulty

to compute. The purpose of this subsection is to develop a quick set of necessary

conditions for any map f : N→ k to be a Frobenius function f = fZ . This discussion

directly prompts the most important algebraic distinction of this entire chapter: the

difference between strong Frobenius systems and weak Frobenius systems.

So take any map f : N→ k with f(1) = n, n a positive integer. If f were to be

a Frobenius function, any associated Frobenius system (A, ε, (xi, yi)) would necessarily

have an algebra of rank n. As such, the first n+1 powers of the genus-reduction term

{1, g, ..., gn} would have to be linearly dependent over k. We may then write gk as a

linearly combination of 1, ..., gk−1 for some 1 ≤ k ≤ n, and after multiplying both sides
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of the dependence equation by gn−k we have gn = α1g
n−1 + ...+αn for some constants

αi ∈ k. Applying any associated Frobenius form ε to both sides of that equation gives

f(n) = α1f(n−1)+ ...+αnf(0). Similarly, we may multiply both sides of the original

equation by any power gi and then apply ε to give f(i) = α1f(i−1) + ...+αnf(i−n)

for all i ≥ n. The conclusion- for f to be a Frobenius function it must admit a

recurrence relation of degree n:

Lemma 2.3.1. Let f : N → k be any map. For f to be a Frobenius function, we

require f(1) = n to be a positive integer and for f to admit a recurrence relation of

degree n.

From this point forward we will refer to maps that satisfy Lemma 2.3.1 as

(rank-n) candidate functions, where the rank refers to f(1) = n.

Before we apply this definition in Subsection 2.3.1, we pause to recap some

important facts about recurrence relations. As alluded to above, a rank-n recurrence

relation is one where each entry (beyond the first n entries) is determined by the

previous n previous entries in an equivalent fashion. Thus we have a rule of the

form f(i) = α1f(i − 1) + ... + αnf(i − n) for all i ≥ n, where αi ∈ k are the

recurrence coefficients. To any rank-n recurrence relation one may assign a degree-n

characteristic polynomial p(t) ∈ k[t]. For the arbitrary rank-n recurrence above we

have p(t) = tn − α1t
n−1 − ...− αn.

One extremely important fact to remember is that a single function f : N→ k

may admit many recurrence relations, including recurrences of different orders. A

standard result shows that any recurrence relation of minimal order (i.e.- the smallest
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order admitted by the map f) is necessarily unique. The characteristic polynomial

m(t) of that unique minimal-order recurrence is known as the minimal polynomial of

the recurrence, and m(t) necessarily divides the characteristic polynomial p(t) of any

recurrence relation admitted by f . When we say THE recurrence relation of f , we

mean the minimal order recurrence relation.

2.3.1 Strong & Weak Candidate Functions

Generalizing the procedure above, for a rank-n Frobenius system (A, ε) sup-

pose that {1, g, ..., gm−1} is the largest linearly independent set consisting of powers

of g. By definition we have gm = β1g
m−1 + ... + βm for some constants βi ∈ k, from

which we can follow a similar line of reasoning as above to give the degree-m recur-

rence relation f(i) = β1f(i − 1) + ... + βmf(i − m) for all i ≥ m. There are two

significant cases here: m = n and m < n.

If m = n, then {1, g, ..., gm−1} serves as a basis for A. The associated Frobenius

matrix is then λ = [[ε(gi−1gj−1)]] = [[fZ(i + j − 2)]], where fZ is the corresponding

Frobenius function. Via the nondegeneracy of ε this matrix λ is necessarily invertible,

a condition that is equivalent to fZ lacking a recurrence relation of degree less than

n. It follows that fZ has a minimal order recurrence relation of degree precisely n

iff {1, g, ..., gm−1} is a k-linear basis of A. We henceforth refer to such a Frobenius

system as a strong Frobenius system, and to its associated Frobenius function as a

strong Frobenius function. Similarly, a rank-n candidate function with a minimal

order recurrence relation of degree precisely n is referred to as a strong (rank-n)
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candidate function. By definition, the set of all strong Frobenius functions are

contained in the set of all strong candidate functions. Non-strong Frobenius sys-

tems/functions/candidate functions are alternatively referred to as weak Frobenius

systems/functions/candidate functions, and we have a similar inclusion of weak

Frobenius functions within weak candidate functions. Notice that, since the gi are

invariant under changes of dual-basis (Lemma 2.2.2), being a strong/weak Frobenius

system is dependent solely upon A and ε.

Now consider the situation where m < n, which corresponds to the aforemen-

tioned weak case. We already know that the associated Frobenius function fZ admits

a recurrence relation of degree m, but saying more than this becomes a bit more

complicated in the weak case. As {1, g, ..., gm−1} is no longer a valid basis for A, we

can no longer apply the nondegeneracy of ε as we did in the previous paragraph. In

particular, if we take the subalgebra G = 〈gi〉 ⊂ A generated by the powers of g, in

the weak case the restricted Frobenius form ε|G may be degenerate. This corresponds

to the situation where the m×m submatrix [[fZ(i+ j− 2]] is singular, which implies

that fZ admits a recurrence relation of degree strictly less than m. Hence, the best

that we can do here is to assert that, if {1, g, ..., gm−1} is the largest such linearly in-

dependent set, then fZ has a minimal order recurrence relation of degree AT MOST

m. This nuisance, where the restriction ε|G need not be a nondegenerate Frobenius

form over G, will weaken one of our results concerning the Vacuum Hypothesis in

Section 2.6. Luckily, this phenomenon won’t similarly effect our investigation of weak

Frobenius functions in Sections 2.4 and 2.5.
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The following proposition summarizes our results of this subsection:

Proposition 2.3.2. Let fZ : N → k be a Frobenius function with f(1) = n. fZ

is associated with a strong Frobenius system iff fZ has a minimal-order recurrence

relation of degree precisely n. If fZ is associated with a weak Frobenius system such

that {1, g, ..., gm−1} is the largest such linearly-independent set, then fZ has a minimal-

order recurrence relation of degree at most m.

2.3.2 Examples

In this subsection we introduce several examples of strong and weak Frobenius

systems, with a mind towards the universal sl(n) Frobenius systems that underlie the

popular class of sl(n) link invariants. Several of these examples rely upon computa-

tional machinery developed for [7], and which will be proven in Chapter 3.

Example 2.3.3. In [13], Khovanov investigated “universal sl(2) Frobenius systems”,

which have underlying algebra A = C[x]/(p(x)), where p(x) = x2 − ax − b for some

a, b ∈ C, and have Frobenius form that is defined over the basis {1, x} by ε(1) =

0, ε(x) = 1. The genus-reduction term of any such system is g = 2x− a /∈ C, which

means that {1, g} is a linearly-independent basis. It follows that any such Frobenius

system is strong. Specific examples of these strong sl(2) systems include the Frobenius

system underlying Khovanov’s original categorification of the Jones polynomial [11],

where p(x) = x2, as well as the rank-2 system treated by Lee [16], where p(x) = x2−1.

Example 2.3.4. More generally, any rank-2 Frobenius system such that ε(1) = 0

is strong. This follows from the fact that f(0) = 0 and f(1) = 2 in such systems,
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making a degree-1 recurrence impossible.

Example 2.3.5. In [12], Khovanov introduced a sl(3) link homology theory that relied

upon the rank-3 Frobenius system with algebra A = C[x]/(x3), and with trace defined

on the standard basis {1, x, x2} by ε(1) = ε(x) = 0, ε(x2) = 1. This system has

genus-reduction term g = 3x2, so that g2 = 9x4 = 0 in A. The associated Frobenius

function fZ is then fZ(1) = 3 and fZ(i) = 0 for i 6= 1, which has a degree-2 recurrence

given by fZ(i) = 0fZ(i − 1) + 0fZ(i − 2) for all i ≥ 2. It follows that this Frobenius

system it weak.

Example 2.3.6. More generally, in Chapter 3 we examine “universal sl(n) Frobenius

systems”, which have underlying algebra A = C[x]/(p(x)) for some monic degree-n

polynomial p(x) ∈ C[x] and a Frobenius form that is given on the standard basis

{1, x, ..., xn−1} by ε(xn−1) = 1, ε(xi) = 0 (for i < n − 1). In that chapter we will

see that gi = 0 in A for all i ≥ 2 iff every root of p(x) had multiplicity of at least

2. In this “all roots repeated” case, we then have a degree-2 recurrence relation on

fZ given by fZ(i) = 0fZ(i − 1) + 0fZ(i − 2) for all i ≥ 2. Since f(1) = n 6= 0, a

degree-1 recurrence relation is impossible in this case, and the degree-two recurrence

above is the unique minimal order recurrence on fZ. For A of rank n ≥ 3, it follows

that (A, ε) is a weak Frobenius system whenever every root of p(x) is repeated.

Example 2.3.7. Here we consider the relation of strong Frobenius systems to Frobe-

nius systems over a semisimple algebra. In the sl(n) situation of Example 2.3.6,

semisimple is obviously equivalent to p(x) having n distinct roots. The repeated root

condition referenced in that example may then seem to suggest a compatibility between
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the strong and semisimple cases, but even for sl(n) Frobenius systems neither inclu-

sion holds. From Example 2.3.3, any sl(2) system such that p(x) = (x− γ)2 is strong

but not semisimple. Conversely, the sl(3) system with p(x) = x3 − x is semisimple

but not strong: here we have g = 3x2 − 1 and hence g2 = g + 2, giving a Frobenius

function with degree-2 recurrence relation. In fact, it can be shown that every sl(3)

system with three “evenly spaced” roots defines a weak Frobenius system.

2.3.3 Strong Frobenius Systems

We now restrict our attention to strong Frobenius systems and give an ex-

tremely succinct description of their structure. So let (A, ε) be a strong rank-n

Frobenius system with genus-reduction term g. By definition, {1, g, ..., gn−1} is a

k-linear basis for A, and the associated Frobenius function fZ has a minimal order

recurrence relation of degree precisely n. Suppose that this recurrence relation is

given by fZ(i) = α1fZ(i− 1) + ...+ αnfZ(i− n) for all i ≥ n, giving the recurrence a

minimal polynomial of p(t) = tn − α1t
n−1 − ...− αn ∈ k[t].

Since {1, g, ..., gn−1} is a basis for A, we may always perform a change of basis

and rewrite our original Frobenius system in terms of this basis. Since our new basis

is cyclic, as a ring A is generated by the single element g. The powers of g also

have a single generating relation given by setting the characteristic polynomial of the

recurrence relation equal to zero: p(g) = gn−α1g
n−1− ...−αn = 0. Thus, no matter

the initial presentation of our algebra A, after this change of basis we may rewrite it

in the form A = k[g]/(p(g)). The Frobenius form for A in terms of this new basis
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is necessarily given by ε(gi) = fZ(i), while the genus-reduction term of A is still g

(by Lemma 2.2.2). Recall once again that the nondegeneracy of this ε is equivalent

to the invertibility of λ = [[fZ(i + j − 2)]], which is guaranteed due to the lack of a

lower-order recurrence relation. This proves the following proposition:

Proposition 2.3.8. Let (A, ε) be a strong Frobenius system, whose associated Frobe-

nius function fZ has a minimal (rank-n) recurrence relation with minimal polynomial

p(t). Then (A, ε) is Frobenius equivalent to the Frobenius system with A = k[g]/(p(g))

and ε(gi) = fZ(i).

We henceforth refer to the system of Proposition 2.3.8 as the “intuitive”

Frobenius system associated to fZ , since it explicitly exhibits the associated re-

currence relation and initial conditions. One quick consequence of this Proposition

is the uniquness of strong Frobenius functions, an extremely nice property that does

not carry over to the weak case:

Theorem 2.3.9. Two strong Frobenius systems are Frobenius equivalent iff they gen-

erate identical Frobenius functions. Moreover, if a strong candidate function is a

Frobenius function, it is a Frobenius function for precisely one equivalence class of

strong Frobenius systems.

Proof. The first result follows from the fact that every strong Frobenius system is

equivalent to its intuitive Frobenius system. The (somewhat tautological) second

statement is due to the fact that strong candidate functions cannot give rise to weak

Frobenius systems.
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In Section 2.4 we will show that not every strong candidate function is a strong

Frobenius function, with our necessary and sufficient conditions resulting directly from

a consideration of any associated “intuitive” Frobenius system. As such, not every

system of the form A = k[t]/(p(t)), ε(ti) = f(i) will be the intuitive system of some

strong Frobenius system, even if deg(p(t)) = f(1) = n. In particular, the intuitive

system may lack proper initial conditions ε(ti) to guarantee that the genus-reduction

term is g = t. Also notice that it is perfectly possible for a weak Frobenius system to

have an algebra of the form A = k[t]/(p(t)), just so long as the associated Frobenius

form doesn’t give the proper initial conditions ε(ti) = fZ(i).

2.3.4 Weak Frobenius Systems

Now let (A, ε) be a weak rank-n Frobenius system. If the associated weak

Frobenius function fZ : N → k has a minimal recurrence relation of order m, where

n −m = d ≥ 1, we say that the system has a degeneracy of d. The primary chal-

lenge here is that there may be many (possibly non-equivalent) “intuitive” Frobenius

systems associated to fZ , as we need to append as many as d “freely chosen” gen-

erators ui to complete the intuitive basis that includes {1, g, g2, ...}. The resulting

intuitive presentations may not be equivalent to ones of the form A = k[t]/(p(t)), as

they require a number of relations involving any additional generators ui. Luckily, as

we will see in Section 2.5, every weak candidate will be a weak Frobenius function

via a fairly direct argument, allowing us to avoid analysis of the underlying algebras.

One important property of weak Frobenius systems that we will address here
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is the lack of a weak equivalent to Theorem 2.3.9. Non Frobenius-equivalent sys-

tems producing the same weak Frobenius function are actually fairly easy to find, as

illustrated by the large family of sl(n) systems in the following example:

Example 2.3.10. Consider the weak sl(4) Frobenius systems with p(x) = (x−a)2(x−

b)2 and p̃(x) = (x − a)4, where a 6= b. As p and p̃ contain no multiplicity one

roots, from what we will prove in Chapter 3 we know that both of these systems have

fZ(1) = 4 and fZ(i) = 0 if i 6= 1. Hence these two systems generate identical weak

Frobenius functions of degeneracy 2, but the Frobenius systems are not Frobenius

equivalent because their underlying algebras are not isomorphic. A similar argument

shows that, for any n ≥ 4, the weak Frobenius function given by fZ(1) = n and

fZ(i) = 0 (i 6= 1) can be generated by non-equivalent Frobenius sl(n) systems that

have distinct root structures for p(x).

In Section 2.5, when we show that every weak candidate function is a Frobe-

nius function, we will use only a single particularly nice choice for the associated

“intuitive” system. This begs the question of whether every weak Frobenius function

may be realized by at least two non-equivalent Frobenius systems. This would give

a particularly nice modification of Theorem 2.3.9 stating that a Frobenius function

is “uniquely induced” iff it is a strong Frobenius function. Unfortunately, this re-

sult proves to be false, as exhibited by the following weak Frobenius function that is

associated with only a single equivalence class of weak Frobenius systems.

Example 2.3.11. Consider the weak rank-2 Frobenius function defined by f(i) =

2αi−1, so that we have a degree-1 recurrence with minimal polynomial m(t) = t− α.
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Any weak Frobenius system yielding this Frobenius function is Frobenius equivalent to

an “intuitive” system of the following form:

A = k[t, u]/(t− α, u2 − a1u− a2)

ε(1) = 2
α
, ε(u) = s

Where a1, a2, s ∈ k are constants that guarantee a genus-reduction term of g = t = α.

Our approach here is to determine what such constants are necessary to guarantee

g = t, and see what restrictions that places upon the given Frobenius systems. Taking

the obvious basis of {1, u}, the associated Frobenius matrix is:

λ =

 2
α

s

s a1s+ 2a2
α


Which has det(λ) = 2a1s

α
+ 4a2

α2 − s2 and inverse:

λ−1 = 1
det(λ)

a1s+ 2a2
α
−s

−s 2
α


From this we calculate a genus-reduction term of g = 1

det(λ)
[(a1s+ 4a2

α
) + (2a1

α
− 2s)u].

Enforcing g = t = α we need 2a1
α
− 2s = 0, which forces a1 = αs. We then have

det(λ) = s2 + 4a2
α2 , so as we’re assuming that λ is invertible we can’t have det(λ) =

0⇒ a2 = −( sα
2

)2. This precisely corresponds to when u2−a1u−a2 = (u− αs
2

)2 factors

as a perfect square. The conclusion- any “intuitive” Frobenius system associated to

our Frobenius function must be of the form:

A = k[u]/((u− γ1)(u− γ2))

ε(1) = 2
α
, ε(u) = a1

α
= γ1+γ2

α
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where γ1 6= γ2 are constants. Any algebra of the form above is isomorphic via the

Chinese Remainder Theorem, and the direct linear dependence of ε(u) upon γ1, γ2

ensures that the given algebra isomorphism respects Frobenius form. It follows that

any two Frobenius systems generating the given f must be Frobenius equivalent.

2.4 Strong Frobenius Functions

We are now ready to definitively characterize which functions f : N → k

are the Frobenius function f = fZ of some 2-D TQFT Z. As the techniques used

to answer this question differ significantly in the strong and weak cases, we treat

them separately. Necessary and sufficient conditions for strong candidate functions

to be strong Frobenius functions are addressed in this section; necessary and sufficient

conditions for weak candidate functions to be weak Frobenius functions are developed

in Section 2.5.

So let f : N→ k be a strong rank-n candidate function with initial conditions

f(0) = c0, f(1) = c1 = n, ..., f(n− 1) = cn−1 and minimal-order recurrence relation

f(m) = α1f(m−1)+ ...+αnf(m−n) (for all m ≥ n). Let p(t) = tn−α1t
n−1− ...−αn

denote the associated (minimal) characteristic polynomial for this recurrence.

Now if f were to be a strong Frobenius function, it would need to be the

Frobenius function induced by a strong Frobenius system. Our starting point for

determining whether f is Frobenius is then Theorem 2.3.8, which associates to every

strong Frobenius system an “intuitive” system with identical Frobenius function. For

our given f we then consider the “intuitive” system (Â, ε̂) defined by Â = k[t]/(p(t))
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and ε̂(ti) = ci. Recall that, since f lacks a recurrence relation of degree less than

n, the given trace map ε̂ is always non-degenerate and hence this system is in fact

Frobenius (regardless of whether f actually proves to be a Frobenius function). To

recover f as the Frobenius function of this “intuitive” Frobenius system, we need

g = t. This condition is actually the only thing that may prevent f from being a

strong Frobenius function:

Lemma 2.4.1. Let f be a strong rank-n candidate function whose recurrence relation

has characteristic polynomial p(t) = tn−α1t
n−1−...−αn. Then f is a strong Frobenius

function iff the “intuitive” Frobenius system with Â = k[t]/(p(t)) and ε̂(ti) = f(i) has

genus-reduction term g = t

Proof. (⇐) Immediate. (⇒) Assume f is realized by the strong system (A, ε). After

a change of basis, (A, ε) is Frobenius equivalent to the “intuitive” system above. If

g 6= t we contradict that f was the Frobenius function of (A, ε).

Although the condition provided by Lemma 2.4.1 is extremely elegant, it isn’t

particularly useful. The problem with this condition is that dual-bases (and hence

genus-reduction terms) can be extremely difficult to compute, as one needs to invert

the n×n Frobenius matrix in order to find the second basis. The rest of this subsection

is devoted towards finding an equivalent set of necessary and sufficient conditions that

are more tractable (and combinatorially interesting!). The trick here is to work with a

second basis {s0, ..., sn−1} that is dual to {1, t, ..., tn−1}, without explicitly calculating

the elements si. The result below, a slight restatement of Lemma 2.4.1, is the first
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step in this approach:

Lemma 2.4.2. Let f be a strong rank-n candidate function, as defined above, and

consider the “intuitive” Frobenius system Â = k[t]/(p(t)), ε̂(ti) = f(i). Then f is a

strong Frobenius function iff ε̂(gtk) = f(k + 1) for k = 0, 1, ..., n− 1.

Proof. (⇒) Let f be strong Frobenius. By Lemma 2.4.1 we have that g = t in the

associated “intuitive” system, giving ε̂(gtk) = ε̂(gk+1) = f(k + 1) for all k ≥ 0.

(⇐) By definition of the Frobenius form in the “intuitive” system, f(k+ 1) = ε̂(tk+1)

for all k ≥ 0. If ε̂(gtk) = f(k + 1) for k = 0, 1, ..., n − 1 we then have ε̂(gtk) =

ε̂(tk+1) ⇔ ε̂((g − t)tk) = 0 for k = 0, 1, ..., n − 1. As {1, t, ..., tn−1} forms a basis for

Â, nondegeneracy of ε̂ forces g = t.

Temporarily denote φk = ε̂(gtk−1). Lemma 2.4.2 then states that f is strong

Frobenius iff f(k) = ck = φk for k = 1, ..., n. The power of this Lemma comes

only when we assert {s0, ..., sn} to be the dual-basis to {1, t, ..., tn−1}. Using only

that ε̂(sit
i) = δij and s0 + s1t + ... + sn−1t

n−1 = g, we may explicitly calculate the

conditions ck = φk for small values of n. The results for n = 2, 3, 4, 5 are presented

below. In each case, the cn = φn condition has been simplified using the recurrence

relation for the given f .
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n = 2 n = 3 n = 4 n = 5

c1 = 2 c1 = 3 c1 = 4 c1 = 5

α1 = −α2c0 c2 = α1 c2 = α1 c2 = α1

α2 = −α3c0 c3 = α2
1 + 2α2 c3 = α2

1 + 2α2

α3 = −α4c0 c4 = α3
1 + 3α1α2 + 3α3

α4 = −α5c0

Some obvious patterns can be observed here, suggesting that it may be possible

to obtain a formula for arbitrary n ≥ 2 (perhaps one that involves ordered partitions

in the subscripts of the αi). Unfortunately, pathologies begin to appear for higher

n, and our usage of the recurrence coefficients αi proves to be a suboptimal choice.

What does hold for all n ≥ 2 is the following recursive definition for the φk:

Lemma 2.4.3. Let f be a strong rank-n candidate function, as defined above, and

let (Â, ε̂) be the associated “intuitive” system. Then f is a strong Frobenius function

iff f(i) = ci = φi for k = 1, 2, ..., n, where the φi are defined recursively as:

φ1 = n φ2 = α1

φk = α1φk−1 + α2φk−2 + ...+ αk−2φ2 + (k − 1)αk−1

Proof. That φ1 = ε̂(g) = n has already been established. For k > 1, let {s0, ..., sn−1}

be the basis dual to {1, ..., tn−1}. Using ε̂(sit
i) = δij and g = s0 + s1t+ ...sn−1t

n−1:

φk = ε̂(gtk−1) = ε̂(s0t
k−1 + s1t

k + ...+ sn−1t
n+k−2)

= 0 + ...+ 0 + ε̂(sn−k+1t
n) + ...+ ε̂(sn−k+(k−1)t

n+k−2)

The k = 2 case then follows easily:
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φ2 = ε̂(sn−1t
n) = ε̂(sn−1(α1t

n−1 + ...+ αn)) = α1

Thus we turn to k ≥ 2. With the notation φk,j = ε̂(sn−k+jt
n+j−1), when i ≥ 2 the

expression for φk reduces to φk = φk,1 + ...+ φk,k−1. First we claim that:

φk,1 = αk−1

φk,2 = α1φk−1,1 + αk−1

...

φk,k−1 = α1φk−1,k−2 + α2φk−2,k−3 + ...+ αk−2φ2,1 + αk−1

These expressions follow from repeated application of tn = α1t
n−1 + ...+ αn and the

dual-basis condition:

φk,1 = ε̂(sn−k+1t
n) = ε̂(sn−(k−1)(α1t

n−1 + ...+ αn)) = αk−1

...

φk,j = ε̂(sn−k+j(α1t
n+j−2 + ...+ αnt

j−1))

= α1ε̂(sn−k+jt
n+j−2) + ...+ αj−1ε̂(sn−k+jt

n) + ε̂(sn−k+j(αjt
n−1 + ...+ αnt

j−1))

= α1φk−1,j−1 + ...+ αj−1φk−(j−1),1 + αk−1

...

As φk = φk,1 + ...+ φk,k−1, we sum the given expressions for the φk,j to give:

φk = (k − 1)αk−1 + α1(φk−1,1 + ...+ φk−1,k−2) + αk−2(φ2,1)

= (k − 1)αk−1 + α1φk−1 + ...+ αk−2φ2
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As will occur with our sl(n) Frobenius extensions in Chapter 3 (which are

of similar form to our “intuitive” systems, in that they have a single generating

relation involving one generator), things become far nicer when the relation p(t) =

tn − α1t
n−1 − ...− αn is fully factored1 over k as p(t) = (t− γ1)...(t− γn). With this

notation we have αi = (−1)i−1ei, where ei is the ith elementary symmetric polynomial

in the roots γk: ei =
∑

1≤k1<...<ki≤n γk1γk2 ...γki .

Now let pi denote the ith power symmetric polynomial in the γk, so that pi =∑
k γ

i
k. We recall Newton’s relations for symmetric polynomials:

p1 = e1

p2 = e1p1 − 2e2

p3 = e1p2 − e2p1 + 3e3

p4 = e1p3 − e2p2 + e3p1 − 4e4

...

Rewritten in terms of the ei, the recursive definition of the φk from Lemma

2.4.3 miraculously transforms into Newton’s relations:

φ2 = α1 = e1 = p1

φ3 = α1φ2 + 2α2 = e1p1 + 2(−e2) = p2

φ4 = α1φ3 + α2φ2 + 3α3 = e1p2 + (−e2)p1 + 3e3 = p3

...

1This is the only point where we require that k be an algebraically closed field.
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We have proven the following (particularly elegant) characterization of strong

Frobenius functions:

Lemma 2.4.4. Let f : N→ k be a function with f(1) = n (n a positive integer) and

a minimal order recurrence relation of degree precisely n. If the given recurrence has

(minimal) characteristic polynomial p(t) = tn − α1t
n−1 − ...− αn = (t− γ1)...(t− γn)

(where αi, γi ∈ k), then f is a Frobenius function iff:

f(1) = n

f(2) = γ1
1 + ...+ γ1

n

...

f(n) = γn−1
1 + ...+ γn−1

n

Pause to note that, if all of the γi are nonzero (or if we take 00 = 1), then

f(1) = n = p0 = γ0
1 + ...+ γ0

n, making the above result even more tidy.

As one final refinement of our necessary and sufficient conditions for strong

Frobenius functions, we look to restate Lemma 2.4.4 in such a way that we don’t

require knowledge of the underlying recurrence relation. This actually proves to be

another straightforward application of Newton’s relations, as long as we consider

how those relations apply for i > n (as the ith elementary symmetric polynomial ei

doesn’t exist when i is greater than the number of variables n). In standard fashion,

this is accomplished by setting ei = 0 when i > n, so that the equations for the

power symmetric polynomials eventually stabilize to pi = e1pi−1 − e − 2pi−2 + ... +

(−1)n−1enpi−n when i > n.
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Once again recalling that our recurrence coefficients are related to the elemen-

tary symmetric polynomials in the γi by αi = (−1)i−1ei, and noting how closely the

characteristic polynomial p(t) = tn − e1t
n−1 + e2t

n−2 − ...(−1)n−1en resembles our

“higher-order” Newton’s relations after this substitution, we are led to the following:

Theorem 2.4.5. Let f : N → k be a function with f(1) = n (n a positive integer)

and a minimal order recurrence relation of degree precisely n. Then f is a Frobenius

function iff there exist γ1, ..., γn ∈ k such that f(i) = pi−1 for all i > 1 and we have

f(0)en = en−1, where ei is the ith elementary symmetric polynomial and pi is the ith

power symmetric polynomial in the γi.

Proof. (⇒) Let f be a strong rank-n Frobenius function whose recurrence relation

has minimal polynomial p(t) = (t − γ1)...(t − γn). By Lemma 2.4.4 we have f(i) =

γi−1
1 + ...+ γi−1

n for 1 ≤ i ≤ n. We use our recurrence relation to check:

f(n+ 1) = e1f(n)− e2f(n− 1) + ...+ (−1)n−1enf(1)

= e1pn−1 − e2pn−2 + ...+ (−1)n−1nen = pn

Where the last equality comes from the “standard” Newton’s relations. Look-

ing to use the “higher-order” Newton’s relations, now we inductively assume that our

condition is satisfied for all i ≤ m (m ≥ n). , our recurrence relation gives:

f(m+ 1) = e1f(m)− e2f(m− 1) + ...+ (−1)n−1enf(m− n)

= e1pm−1 − e2pm−2 + ...+ (−1)n−1enpm−n−1 = pm.

(⇐) Now assume that there exist γ1, ..., γn ∈ k such that f(i) = pi−1 for

all i ≥ 1, as well as that f(0)en = en−1. By Lemma 2.4.4, we only need to show
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that f is in possession of a degree-n recurrence relation with minimal polynomial

p(t) = (t− γ1)...(t− γn). If m > n− 1, the “higher-order” Newton’s relations give:

f(m) = pm−1 = e1pm−2 − e2pm−3 + ...+ (−1)n−1enpm−n−1

= e1f(m− 1)− e2f(m− 2) + ...+ (−1)n−1enf(m− n)

For m = n− 1 we use the “standard” Newton’s relations:

f(n+ 1) = pn = e1pn−1 − e2pn−2 + ...+ (−1)n−1en(n)

= e1f(n− 2)− e2f(n− 3) + ...+ (−1)n−1enf(1)

For m = n we require the mysterious additional condition that

f(0)en = en−1 ⇔ (−1)n−2en−1 + (−1)n−1enf(0) = 0, as then:

f(n) = pn−1 = e1pn−2 − e2pn−3 + ...+ (−1)n−2en−1(n− 1)

= e1pn−2 − e2pn−3 + ...+ (−1)n−2en−1n+ (−1)n−1enf(0)

= e1f(n− 1)− e2f(n− 2) + ...+ (−1)n−1enf(0)

Combining these cases, we see that f has a degree-n recurrence with minimal

polynomial p(t) = tn − e1t
n−1 + e2t

n−2 − ...+ (−1)n−1en = (t− γ1)...(t− γn).

Theorem 2.4.5 tells us that a strong rank-n Frobenius function is completely

determined by a choice of n constants γ1, ...γn ∈ k. We henceforth refer to as these

γi as the roots of the strong Frobenius function f ; if Z is the 2-D TQFT such

that f = fZ , we refer to these γi as the roots of the TQFT Z.

Notice how the curious additional condition that f(0)en = en−1 ⇒ −c0αn =

−αn−1 corresponds with the final condition that we already explicitly calculated for
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the n = 2, 3, 4, 5 cases. In the situation where en 6= 0 we also have that en−1/en = p−1,

as long as we define p−1 = γ−1
1 + ...+ γ−1

n , putting this condition into alignment with

our requirements upon the later f(i). This added condition on f(0) is significant in

that it vastly limits the number of rank-n Frobenius functions that may arise for any

specific choice of n roots. In fact, except for the case where en = en−1 (corresponding

to when 0 is a root of multiplicity at least 2), there is at most one rank-n Frobenius

function for any choice of n roots, up to permutation of those roots. The only thing

that can keep a choice of roots from yielding a single Frobenius function is also the

condition en−1f(0) = en, which fails for any choice of f(0) when γi = 0 for precisely

one i:

Corollary 2.4.6. Take n (not necessarily distinct) constants γ1, ...γn ∈ k. There

exists a strong Frobenius system with roots γ1, ..., γn iff we don’t have γi = 0 for

precisely one constant γi.

Proof. (⇐) First assume that 0 is a root of multiplicity precisely 1, say γ1 = 0 and

γi 6= 0 for i > 1. Then en = 0 while en−1 = γ2...γn 6= 0. No matter our choice of f(0),

it is then impossible to fulfill the condition f(0)en = en−1 demanded by Theorem

2.4.5. Hence no strong Frobenius function exists with these roots.

(⇒) Here we treat two separate cases. First assume that 0 does not appear as a

root. Then en 6= 0 and we may always choose f(0) = en−1/en to satisfy Theorem

2.4.5. Alternatively assume that 0 is a repeated root. Then en = 0 and en−1 = 0, so

that any choice of f(0) satisfies the hypotheses of Theorem 2.4.5 and gives a strong

Frobenius system.
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Recall that equivalence classes of strong Frobenius systems are in bijective

correspondence with strong Frobenius functions. This observation yields another

quick corollary of Theorem 2.4.5:

Corollary 2.4.7. Take n (not necessarily distinct) constants γ1, ...γn ∈ k such that

γi 6= 0 for all i. Up to permutation of the γi, there exists precisely one equivalence

class of strong Frobenius systems whose roots are γ1, ..., γn. If γi = 0 for two or more

roots, there alternatively exists infinitely many equivalence classes of strong Frobenius

systems whose roots are γ1, ...γn.

2.5 Weak Frobenius Functions

Giving a precise classification of weak Frobenius functions proves to be far

less interesting than the strong case. To that end, let f : N → k be a weak rank-n

candidate function with initial conditions f(0) = c0, f(1) = c1 = n, f(n − d − 1) =

cn−d−1 and minimal order recurrence relation of degree n − d (1 ≤ d < n) given by

f(m) = β1f(m − 1) + ... + βn−df(m − (n − d)) for all m ≥ n − d. Recall that the

number d is referred to as the degeneracy of f . We will independently address two

separate cases:

1) “maximum degeneracy” weak candidate functions with d = n− 1

2) weak candidate functions with d < n− 1

In both cases we will see that all such weak candidate functions are in fact

weak Frobenius functions.
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2.5.1 Weak Frobenius Functions of Degeneracy d = n− 1

Here we have a minimal-order recurrence relation of degree 1, given by f(m) =

βf(m − 1) for all m ≥ 1 (where β 6= 0). As we must have f(1) = n, the recurrence

coefficient (and hence all of f) is forced by the value f(0) = c0 = n
β
. Explicitly,

f(m) = βmc0 = nm

cm−1
0

.

The reason that this situation requires special treatment is because the genus-

reduction term g = t appears as a constant in any associated “intuitive” Frobenius

system (owing to the relation p(t) = t − β = 0 provided by the recurrence). The

algebra underlying any “intuitive” system then requires a full complement of n − 1

ring generators u1, ..., un−1 apart from t. With these things in mind, consider the

following system with ordered basis {1, u1, ..., un−1}:

Â = k[u1, ..., un−1]/(u2
i − β, ..., uiuj)

ε̂(1) = n
β

= c0, ε̂(ui) = 0

(where the generating relations in the algebra, (n − 1)2 in number, run over all i, j

and where i 6= j when both indices appear together).

The Frobenius matrix of this system is the diagonal matrix λ̂ = diag(n
β
, n, ..., n),

with its invertibility ensuring that ε̂ is in fact a non-degenerate Frobenius form. From

λ̂−1 = diag(β
n
, 1
n
, ..., 1

n
) we may calculate the dual-basis {β

n
, u1
n
, ..., un−1

n
}. The re-

sulting genus-reduction term is then g = β
n

+ 1
n
u2

1 + ... + 1
n
u2
n−1 = β. This yields

ε̂(gm) = ε̂(βm) = βmc0, proving the following:

Proposition 2.5.1. Let f be a weak rank-n candidate function with degree-1 recur-

rence relation f(m) = βf(m− 1) (for all m ≥ 1). Then f is the Frobenius function
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generated by the weak Frobenius system:

Â = k[u1, ..., un−1]/(u2
i − β, ..., uiuj)

ε̂(1) = n
β

= c0, ε̂(ui) = 0

2.5.2 Weak Frobenius Functions of Degeneracy d < n− 1

The procedure here is similar to the d = n − 1 case but is significantly more

involved. Now we have a minimal-order recurrence relation of degree n − d > 1,

with characteristic polynomial p(t) = tn−d − β1t
n−d−1 − ... − βn−d. Any associated

“intuitive” system requires d additional generators u1, ..., ud to complete the basis

of which {1, t, ..., tn−d−1} is a part. We begin by considering the relatively general

system below with ordered basis {1, t, ..., tn−d−1, u1, ..., ud}:

Â = k[t, u1, ..., ud]/(t
n−d − β1t

n−d−1 − ...− βn−d, uit, uiuj,

u2
i − ai,0 − ai,1t− ...− ai,n−d−1t

n−d−1)

ε̂(tk) = f(k) = ck, ε̂(ui) = 0

Once again, the generating relations in Â run over all possible i, j (with i 6= j

when relevant). The structure constants ai,j in the relations for the u2
i have yet to be

determined, and will provide us with the additional degrees of freedom necessary to

produce a genus-reduction term of g = t.

The relations uit = 0, uiuj = 0 make the resulting Frobenius matrix λ̂ block-

diagonal, with a single (n− d)× (n− d) block corresponding to the “intuitive” basis

elements {1, t, ..., tn−d−1} and a string of 1×1 blocks (d in total) for the ui. Note that
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the “intuitive” (n−d)× (n−d) block is necessarily invertible, as f lacks a recurrence

relation of degree less than n− d.

As a condition upon the ai,j, we enforce ε̂(u2
i ) = 1 for all i. This choice ensures

that λ̂ is invertible and hence that ε̂ is a non-degenerate Frobenius form. Inverting λ̂

and calculating the genus-reduction term then gives g = b0 + b1t+ ...+ bn−d−1t
n−d−1 +

u2
1 + ... + u2

d, where the bi ∈ k are constants that come from collecting terms within

the “intuitive” part of the basis (as λ̂ is block diagonal, the dual-basis partners si of

the ti are always a linear combination of merely the {1, t, ..., tn−d−1}). As in Section

2.4, the trick here is to avoid explicitly determining the si and hence also the bi.

With a slight abuse of notation, temporarily denote g̃ = b0 + b1t + ... +

bn−d−1t
n−d−1 to be the “intuitive” part of g, so that g = g̃ + u2

1 + ... + u2
d. The

dual-basis condition yields ε̂(g̃) = n − d. Directly calculating ε̂(g̃), we then get the

condition that b0c0 +b1c1 + ...+bn−d−1cn−d−1 = n−d. Finally enforcing our conditions

that ε̂(u2
i ) = 1, we also require that ai,0c0 + ai,1c1 + ...+ an−d−1cn−d−1 = 1 for all i.

When calculating ε̂(g), to achieve the desired genus-reduction term of g = t

we need b1 + a1,1 + ... + ad,1 = 1 and bj + a1,j + ... + ad,j = 0 whenever j 6= 1. To

satisfy the latter equations, we have enough degrees of freedom with the ai,j to make

the painfully easy choice of ai,j =
−bj
d

for all i, j with j 6= 1. Via the dependencies of

the previous paragraph, this forces ai,1 = 1−b1
d

for all i. Thus, all that’s left to check

is whether these required values for the aa,1 combine to satisfy the first equation.

Thankfully, b1 + a1,1 + ...+ ad,1 = b1 + 1−b1
d

+ ...+ 1−b1
d

= b1 + (1− b1) = 1. We have

proven the following counterpart to Proposition 2.5.1:
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Proposition 2.5.2. Let f be a weak rank-n candidate function with minimal-order

degree-(n − d) recurrence relation (d < n − 1) given by f(m) = β1f(m − 1) + ... +

βn−df(m−n+ d) (for all m ≥ n− d). Then f is the Frobenius function generated by

a weak Frobenius system of the form:

Â = k[t, u1, ..., ud]/(t
n−d − β1t

n−d−1 − ...− βn−d, uit, uiuj,

u2
i − ai,0 − ai,1t− ...− ai,n−d−1t

n−d−1)

ε̂(tk) = f(k) = ck, ε̂(ui) = 0

Where the structure constants ai,1 = 1−b1
d

and ai,j =
−bj
d

(j 6= 1) are defined as above.

Combining Propositions 2.5.1 and 2.5.2, we have the following theorem that

completely categorizes weak Frobenius functions:

Theorem 2.5.3. Let f : N → k be a function with f(1) = n a positive integer

(n ≥ 2) and a minimal order recurrence relation of degree strictly less than n. Then

f is necessarily the Frobenius function of some 2-D TQFT Z.

Comparing Theorem 2.5.3 with the more specific requirements for strong

Frobenius functions from Theorem 2.4.5, one may ask whether the two results are

compatible. In other words, if we modify Theorem 2.4.5 so that “minimal order re-

currence relation of degree precisely n” reads “recurrence relation of degree n”, do we

then have a complete categorization of all Frobenius functions?

Sadly, this assertion proves to be false. The counterexample below is motivated

via the fact that Theorem 2.4.5 requires only that f has some recurrence relation of

degree n (not necessarily minimal). As such, one may alternatively consider whether
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a modification of Lemma 2.4.4 to include non-minimal degree n recurrence relations

incorporates all weak Frobenius functions. This shift is useful because the minimal

polynomial m(t) for the minimal order recurrence relation on a function f necessarily

divides the characteristic polynomial p(t) for any recurrence on f .

Example 2.5.4. Consider the weak rank-3 Frobenius function given by f(i) = 3i

for all i ≥ 0. This function has a minimal order recurrence relation of degree 2,

with minimal polynomial m(t) = t2 − 2t + 1 = (t − 1)2. It follows that any degree 3

recurrence on f must have a characteristic polynomial of the form p(t) = (t−1)2(t−γ)

for some γ ∈ C. If f were to satisfy our modified version of Lemma 2.4.4, we would

then require that f(2) = 6 = 1 + 1 + γ = 2 + γ and f(3) = 9 = 12 + 12 + γ2 = 2 + γ2,

an impossibility for any γ ∈ C. Therefore, f can’t satisfy a modified Theorem 2.4.5.

2.6 Vacuum Hypothesis

In this section we present an interesting topological application of the algebraic

machinery from Section 2.3 in the so-called “Vacuum Hypothesis”:

Hypothesis 2.6.1. Let Z be a 2-D TQFT with Z(S1) = A. Then the Frobenius

algebra A is equivalent to the algebra of orientable 2-D surfaces M such that δM = S1,

modulo surfaces that are “evaluated equivalently” by Z

As we will see in Theorem 2.6.2, this proposition is true iff the associated

Frobenius system is strong, lending additional weight to the strong/weak dichotomy

as a signficant topological distinction.

As suggested by Hypothesis 2.6.1, for this one section we focus upon oriented
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2-manifolds M such that ∂M = S1. Any such M is diffeomorphic to si for some i ≥ 0,

where si is a (positively-oriented) copy of Σi with a single 2-disc removed. M = si

may be interpreted as a “handled cup” cobordism from the empty 1-manifold to S1,

so that applying our TQFT Z gives the k-linear map Z(si) : k → A. The map Z(si)

is completely determined by where it sends 1 ∈ k, allowing us to identify Z(si) with

the element Z(si)(1) ∈ A.

Now form the k-vector space B with countably-generated basis 〈si〉. B can

be made into a k-algebra via the product sisj = si+j, which may be interpreted

geometrically via the “pants” cobordism (see Figure 2.3). If we define s∗j to be sj

when it is alternatively viewed as a “handled cap” cobordism from S1 to the empty

1-manifold, s∗j ◦ si is the closed orientable surface of genus i+ j. For any i, j we then

have a map Z(s∗j) ◦ Z(si) = Z(s∗j ◦ si) = Z(Σi+j), which we identify with ε(gi+j) ∈ k

via the same reasoning that we used in Section 2.2. For j = 0, this map induces a

functional ε̃ : B → k via ε̃(si) = ε(gi) (see Figure 2.4). We wish for this ε̃ to define

a nondegenerate Frobenius form, making B into a Frobenius algebra, but before we

consider that question we must pass to an appropriate quotient space.

Define a k-linear map φA : B → A by φA(si) = gi, noticing that ε(φA(si)) =

Z(si)(1). φA extends to a k-algebra morphism via φA(sisj) = φA(si+j) = gi+j =

gigj = φA(si)φA(sj). It is clear that φA is surjective iff the powers {1, g, g2, ...} span

A as a k-vector space. Using our definition from Section 2.3, it follows that φA is onto

iff (A, ε) is a strong Frobenius system. As such, we temporarily restrict our attention

to strong Frobenius systems.
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Figure 2.3: Multiplication in B
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Figure 2.4: k-linear Functional in B

So assume that (A, ε) is a strong Frobenius system of rank n, and consider

the kernel I = ker(φA). For any m =
∑

i aisi ∈ B (where ai ∈ k), m ∈ I iff

φA(m) =
∑
aig

i = 0. Utilizing the nondegeneracy of ε and that {1, g, ..., gn−1} form

a k-linear basis, this condition is equivalent to ε(gj
∑
aig

i) = 0 for all j ≥ 0, which is

equivalent to the fact that Z(s∗j ◦m) = Z(s∗j) ◦Z(m) is the zero map for all j ≥ 0. It

follows that m ∈ I iff every way of “closing off” the surface evaluates to zero via Z, so

that the quotient algebra B/I identifies surfaces that “evaluate similarly” via Z. As

(A, ε) was strong and φA was surjective, we then have B/I ∼= A as algebras. We also

have ε(φA(si)) = ε(gi) = ε̃(si), giving an equivalence of Frobenius structures. Since
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φA is an isomorphism when the domain is taken to be B/I, this same equation also

shows that ε̃ is a nondegenerate Frobenius form for B/I. This completes the primary

proof of this section:

Theorem 2.6.2 (Vacuum Hypothesis). Let (A, ε) be a strong Frobenius system and

let Z be the associated 2-D TQFT. Then A is Frobenius equivalent to the algebra of

orientable 2-D surfaces M such that ∂M = S1, modulo surfaces that are “evaluated

equivalently” by Z.

Now consider the case where (A, ε) is a weak Frobenius system. As the sub-

algebra G = 〈gi〉 generated by the powers of g is no longer all of A, we alternatively

have that B/I ∼= G ( A as algebras. It follows that the Vacuum Hypothesis holds

iff the associated Frobenius system is strong; if the associated Frobenius system is

weak, the best we can say is that our algebra of orientable 2-D surfaces is Frobenius

equivalent to some proper subalgebra of A.

Unfortunately, there is an additional difficulty that arises when attempting to

apply the Vacuum Hypothesis in the weak case. The problem here is that ε, which

was assumed to be nondegenerate over all of A, may not be a nondegenerate Frobenius

form ε|G when restricted to G. In Section 2.3 we noted how this corresponded to the

case where the associated Frobenius function possessed a recurrence relation of degree

less than m, where {1, g, ..., gm−1} was the largest such linearly independent set. This

nuisance prevents us from extending the algebra equivalence B/I ∼= G to a Frobenius

equivalence, because G doesn’t necessarily possesses the Frobenius structure required

in the proof of Theorem 2.6.2 (it may still possess some other Frobenius structure).
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CHAPTER 3
UNIVERSAL SL(N) SKEIN MODULES

In Subsection 1.2.3 we introduced Bar-Natan’s marked cobordism category

2CobA/l and described how those cobordisms could be embedded within a 3-manifold

to produce a skein module diffeomorphism invariant. All of this way done with respect

to the 2-D TQFT whose corresponding rank-2 Frobenius system is given below:

A = C[x]/(x2)

ε(1) = 0, ε(x) = 1

This particular TQFT was important in that it provides the algebraic structure

underlying the boundary maps in Khovanov’s link homology theory. In the original

work of Khovanov [11] and Bar-Natan [3], the underlying algebraic structure was cast

in the more general setting of Frobenius extensions, where the field C is replaced by

the commutative ring Z. We then have the ring extension R ↪→ A:

R = Z

A = Z[x]/(x2)

ε(1) = 0, ε(x) = 1

This approach presents more technical difficulties, but one may still prove

a generalization of Theorem 1.2.7 that gives an equivalence of categories between

Frobenius extensions R ↪→ A (R commutative with 1) and TQFTs over R. In Section

3.1 will introduce the framework for Frobenius extensions that we will use throughout
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this chapter (although, apart from several proofs, the casual reader will recognize little

need for this extra machinery and is safe in replacing R with C).

In the time since Khovanov introduced his aforementioned homology theory

[11], a number of related Frobenius systems have been utilized to produce link ho-

mology theories. These include the rank-2 theory of Lee [16], the “universal” sl(2)

theories of Khovanov [13], the rank-3 sl(3) theory of Khovanov [12], the “univer-

sal sl(3) theory of Mackaay and Vaz [18], and the sl(n) systems of Khovanov and

Rozansky [14]. To pick a few illustrating examples, the Frobenius systems underlying

the boundary maps in those theories are shown below for the “universal” sl(2) case,

“universal” sl(3) case, and the sl(n) case:

R = Z[a, b], where a, b ∈ C

A = Z[a, b][x]/(x2 − ax− b)

ε(1) = 0 ε(x) = 1

R = Z[a, b, c], where a, b, c ∈ C

A = Z[a, b, c][x]/(x3 − ax2 − bx− c)

ε(1) = ε(x) = 0 ε(x2) = 1

R = Z

A = Z[x]/(xn)

ε(xi) = δi,(n−1), for 0 ≥ i ≥ n− 1

The first major goal of this chapter, presented in Section 3.2, will be to general-

ize Bar-Natan’s marked cobordism category to the class of “universal” sl(n) TQFTs.
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These “universal” sl(n) TQFTs have associated Frobenius extensions (henceforth re-

ferred to as universal sl(n) Frobenius extensions) of the form presented below. As a

result, their marked cobordism categories directly generalize those of the specific sys-

tems mentioned above, and they would form the first step in developing a “universal”

rank-n foam category Foam that underlies the link homology theories in papers such

as [18] and [5].

R = Z[a1, ..., an], where a1, ..., an ∈ C

A = Z[a1, ..., an][x]/(p(x)), where p(x) = xn − a1x
n−1 − ...− an

ε(xi) = δi,(n−1), for 0 ≤ i ≤ n− 1

In Subection 3.2.1 we will present our primary theorem about the marked

cobordism categories associated with sl(n) Frobenius extensions, which gives us an

extremely nice condition for when higher-genus closed surfaces evaluate to zero via

the associated TQFT. Shown below, this theorem is the primary piece linking the

diffeomorphism invariant results of Chapter 2 (and the genus-reduction term g) with

universal sl(n) skein modules, as it gives a fairly distinct categorization of the diffeo-

morphism invariants that may come from sl(n) systems. In fact, this theorem has

already been cited in some of the examples from Subsection 2.3.2.

Theorem 3.0.3. Let R = Z[a1, ..., an] ↪→ A = Z[a1, ..., an][x]/(p(x)) be a sl(n) Frobe-

nius extension of rank n ≥ 2. If every root of p(x) is a repeated root, then gi = 0 ∈ A

for all i ≥ 2. Otherwise gi 6= 0 ∈ A for all i ≥ 2.
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We close this chapter with Section 3.3, which applies the results of Section

3.2 towards the development of the related skein module invariants. Our primary

theorem from that section, which directly generalizes one of the central results from

[1], is the following.

Theorem 3.0.4. Let M be an irreducible 3-manifold, and let KA(M) denote the

universal sl(n) skein module of M induced by the rank-n Frobenius extension R ↪→ A

defined above. If every root of p(x) is repeated, then the unmarked incompressible

surfaces in KA(M) are linearly independent over R = Z[a1, ..., an].

3.1 Frobenius Extensions

In this section we introduce the notion of Frobenius extensions, which are a

direct generalization of commutative Frobenius algebra in that they replace the un-

derlying base field k with an arbitrary commutative ring R (always with 1). As such,

we will essentially be working with a commutative ring A that admits a compatible

R-module structure as well as a non-degenerate trace map ε : A → R (when this

latter notion is suitable defined). To prove things in their greatest generality, we will

instead approach this definition from an angle that makes use of homological algebra

and category theory. Our approach here mimics that taken by Khovanov in [13],

while many of the definitions follow from Kadison [9].

We begin with a ring extension ι : R ↪→ A of commutative rings with 1 such

that ι(1) = 1. The map ι makes A into an R-bimodule via r∗a = ι(r)a = aι(r) = a∗r,

where transpoition simply denotes ring multiplication in A. We may then define the
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standard restriction functor R : A-mod→ R-mod by r∗a = ι(r)∗m for all elements

m of our A-module M . This prompts our most fundamental definition of a Frobenius

extension:

Definition 3.1.1. A ring extension ι : R ↪→ A of commutative rings with 1 (where

ι(1) = 1) is a Frobenius extension iff the restriction functor R : A-mod → R-mod

has a two-sided adjoint.

In order to ensure the desired equivalence between Frobenius extensions of

R and TQFTs over R, for the rest of this section we furthermore assume that A is

finitely-generated and projective as an R-module.

As is well-known from homological algebra, the left and right adjoints of the

restriction functor are the induction functor T : MR 7→ (M ⊗R A)A and coinduction

functor H : MR 7→ (HomR(A,M))A, respectively. In light of the definition above,

our ring extension is then Frobenius iff these two functors T,H : R-mod→ A-mod

are isomorphic. For the particular choices of M = A and M = R, this functor

isomorphism specializes to A-linear isomorphisms EndR(A) ∼= A ⊗R A and A∗ ∼= A.

For A finite projective, the latter isomorphism prompts the equivalent definition of a

Frobenius extension R ↪→ A as a ring extension such that A is self-dual as a R-module.

When A is taken to be a finite projective R-module, yet another equivalent

definition of a Frobenius extension is a ring extension R ↪→ A such that A has a

coassociative, cocommutative A-bimodule comultiplication map ∆ : A → A ⊗R A

as well as an R-linear counit map ε : A → R. The equivalence of these different

definitions is thoroughly proven in [9], although that text treats the even more general
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case where R and A aren’t necessarily commutative. That proof is largely analogous

to the equivalence relating the different definitions of commutative Frobenius algebra

introduced in Subection 1.2.2. The generality of our original definition for Frobenius

extension also allows the following definition [9], which will be the foremost definition

of Frobenius extension utilized in this Chapter.

Definition 3.1.2. A Frobenius extension is a finitely-generated, projective ring

extension R ↪→ A of commutative rings (with 1) in possession of a non-degenerate

R-linear trace map ε : A → R and a collection of tuples (xi, yi) ∈ A × A such that

a =
∑

i xiε(yia) =
∑

i ε(axi)yi for all a ∈ A.

Analogously to the situation with commutative Frobenius algebras, the map

ε is known as the Frobenius form and is directly identified with the counit map

mentioned in the previous paragraph. Nondegeneracy of ε once again means that

there are no (principal) ideals in the nullspace of ε. The set of tuples (xi, yi) constitute

our dual-bases, and satisfy the familiar condition that ε(xiyj) = δi,j. Here we choose

to directly specify R as part of the Frobenius system, and write (R,A, ε, (xi, yi)) or

(R,A, ε) when the choice of dual-bases is irrelevant.

Many of the additional properties of commutative Frobenius algebras that we

discussed in Subsection 1.2.2 carry over to Frobenius extensions, including the R-

module isomorphism A ⊗ A ∼= End(A) and the so-called ε-multiplication on A ⊗ A:

(a⊗ b)(a′⊗ b′) = aε(ba′)⊗ b′ = a⊗ε(ba′)b′. More importantly, our basic results about

the genus-reduction term g in Chapter 2 (Lemma 2.2.1, Lemma 2.2.2, Corollary 2.2.3,

Lemma 2.2.4) directly generalize to Frobenius extensions.
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One fact that is slightly different for Frobenius extension is the notion of Frobe-

nius equivalence. When the underlying algebras A = Ã are the same, Kadison and

others define (R,A, ε) and (R,A, ε̃) to be Frobenius equivalent iff ε = ε̃, which occurs

iff
∑

(xi ⊗ yi) =
∑

(x̃i ⊗ ỹi) for any choice of dual-bases. Luckily, the generalization

of Lemma 2.2.1 to Frobenius extensions quickly shows that this notion is equivalent

to our original version of Frobenius equivalence. For us, a Frobenius equivalence will

alaways be an equivalence of ring extensions along with the equality ε = ε̃ ◦ φ.

3.2 Universal sl(n) Frobenius Extensions

As noted in the introduction to this chapter, we focus upon rank-n Frobenius

extensions (R,A, ε) of the form A = R[x]/(p(x)) for some monic degree-n polynomial

p(x) ∈ R[x], and with Frobenius form defined on the standard basis {1, x, ..., xn−1}

by ε(xi) = δi,(n−1). Throughout the rest of this chapter we will use the notation

p(x) = xn − a1x
n−1 − ... − an. We henceforth refer to such extensions as universal

sl(n) Frobenius extensions. Versions of many of the results from this particular

section originally appeared in [4], albeit occasionally in less general form.

In the spirit of Khovanov we choose to work over the commutative ring R =

Z[a1, ..., an] ⊂ C, adjoining “just enough” to Z to ensure that our defining polynomials

p(x) lie in R[x]. This will increase the difficulty of several proofs, as we will frequently

need to pass to larger rings R̃ containing R and then argue that our desired results

descend back down to R. For this reason, the less enthusiastic reader is encouraged

to replace Z[a1, ..., an] with the “easy choice” of C, negating the need for the more



63

general algebraic machinery of Section 3.1 but producing comparable results.

Our first step towards understanding universal sl(n) Frobenius extensions is

the following lemma, which gives a general dual-basis with respect to the standard

basis {1, x, ..., xn−1}:

Lemma 3.2.1. Let (R,A, ε) be a universal sl(n) Frobenius extension. With respect

to the standard basis {1, x, ..., xn−1}, (R,A, ε) has dual-bases given by:

{(xn−1, 1),

(xn−2, x− a1),

(xn−3, x2 − a1x− a2),

...

(1, xn−1 − a1x
n−2 − . . .− an−2x− an−1)}

Proof. Let λ = [[ε(xi+j−2)]] be the (invertible) Frobenius matrix with respect to the

basis {1, x, ..., xn−1}. Recall that we may find the dual basis {y0, ..., yn−1} via the

matrix equation λY = X, where X = [1 x ... xn−1]T and Y = [y0 ... yn−1]T . Direct

computation shows that, after reducing modulo p(x), the inverse of λ is:

λ−1 =



−an−1 −an−2 . . . −a1 1

−an−2 . . . . . . 1 0

...
...

...
...

...

−a1 1 0 . . . 0

1 0 . . . . . . 0
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In the rank n = 2 case, the dual-bases above specializes to the dual-bases

{(x, 1), (1, x−a1)} given in [13]. For n = 3 we have the same dual-bases {(x2, 1), (x, x−

a1), (1, x2 − a1x− a2)} as from [18].

With a generalized dual-bases in hand, we are now ready to generalize Bar-

Natan’s marked cobordism category 2CobA/l from Subsection 1.2.3. Now we are

working in the R-linear category whose objects are cobordisms Q ∈ 2CobA with

components marked by elements of A. These cobordisms are subject to the three sets

of local relations l below, which one again take the form of sphere relations, a “dot

reduction” relation, and a neck-cutting relation. Notice that, in this general rank

n ≥ 2 case, Bar-Natan’s usage of a dot to denote x ∈ A becomes rather unwieldly.

As such, we abandon the dot notation and directly write the actual elements of A

upon our cobordism components.

1) Sphere Relations: As in Subsection 1.2.3, the sphere relations follow directly

from our definition of the Frobenius form. Here we have ε(xn−1) = 1 and ε(xi) = 0

for 0 ≤ i ≤ n− 2, which give the n− 1 relations of Figure 3.1.

xn−1

= 1
1

= . . . =
xn−2

= 0

Figure 3.1: Universal sl(n) Sphere Relations

2) “Dot Reduction” Relation: Our algebra A has a single generating relation in

p(x) = xn − a1x
n−1 − ... − an = 0, so that xn = a1x

n−1 − ... − an. Thus, due to
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the R-linearity of 2CobA, all allowable ways to decorate cobordism components are

generated by the single “dot-reduction” relation of Figure 3.2.

xn = a1x
n−1 + ...+ an

Figure 3.2: Universal sl(n) “Dot Reduction” Relation

3) Neck-Cutting Relation: In Lemma 3.2.1 we derived dual-bases for our universal

sl(n) Frobenius extensions. Via the same reasoning as from Subsection 1.2.3, the dual-

bases elements appear in pairs on the right-hand side of the neck-cutting relation. In

Figure 3.3 below, we have utilized the R-linearity of 2CobA and regrouped terms on

the right-side in terms of their coefficients ai ∈ R.

=
∑
i+j =
n−1

xi

xj

− a1

∑
i+j =
n−2

xi

xj

− . . . − an−1

Figure 3.3: Universal sl(n) Neck-Cutting Relation

3.2.1 Neck-Cutting in sl(n) Frobenius Extensions

In this subsection we examine the effect of neck-cutting in universal sl(n)

Frobenius extensions. When applied to closed cobordisms, this allows us to detemine
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how the 2-D TQFT associated with the given extension evaluates closed, oriented 2-D

surfaces. This represents the most explicit link between our examinations in Chapter

3 and the diffeomorphism invariants discussion from Chapter 2.

Our first result gives the genus-reduction term g for a universal sl(n) Frobenius

extension:

Lemma 3.2.2. Let (R,A, ε) be a universal sl(n) Frobenius extension, where A =

R[x]/(p(x)) for the degree-n monic polynomial p(x) = xn − a1x
n−1 − ...− an ∈ R[x].

The genus-reduction term of (R,A, ε) is g = p′(x), the derivative of p(x).

Proof. Recalling that g =
∑

i xiyi for any dual-bases (xi, yi), this follows directly from

our calculation of the universal sl(n) dual-bases in Lemma 3.2.1. Namely:

g = (xn−1)(1) + (xn−2)(x− a1) + ...+ (1)(xn−1 − a1x
n−2 − ...− an−1)

= nxn−1 − (n− 1)a1x
n−2 − (n− 2)a2x

n−3 − ...− an−1

Although writing p(x) = xn−a1x
n−1−...−an was useful to show that g = p′(x),

for most of our purposes it will be much more desirable to fully factor p(x) over C.

We write p(x) =
∏n

i=1(x + αi), so that we may relate the original coefficients ai to

the elementary symmetric polynomials of {α1, ..., αn} as ak = −ek.

Notice how this technique mirrors our approach to strong Frobenius systems

in Section 2.4 (systems whose underlying algebra could always be rewritten so that

it had a single generating relation, as is the case here with p(x) = 0). However,

there are several significant differences in this chapter. First off, here we make the
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(primarily aesthetic) choice of factoring so that the αi are actually the negatives of

our roots. This allows us to assert that ak = −ek for all 1 ≤ k ≤ n, thus avoiding the

introduction of alternating (−1)k terms in our calculations.

More importantly, in this chapter we do not pass entirely to the algebraic

closure C. This causes some difficulty in that our roots αi may not all lie in our

base ring R = Z[a1, ..., an] = Z[e1, ..., en], although we will always have the inclusion

R ⊆ R̃ = R[α1, ..., αn]. As a result, some of our proofs will require us to temporarily

pass to the “larger” Frobenius extension R̃ ↪→ R̃[x]/(p(x)) (with identical Frobenius

form and dual-bases). With a little extra work, all our results will then descend back

down to become valid proofs in the original Frobenius system.

In hopes of motivating our upcoming theorems, we stop to analyze the effect

of neck-cutting in the relatively simple n = 2 case. The universal sl(2) Frobenius

extension has p(x) = x2−a1x−a2 = (x+α1)(x+α2), giving g = 2x−a1 = 2x+(α1+α2)

by Lemma 3.2.2. Here we have:

g2 = (2x− a1)2 = 4x2 − 4a1x+ a2
1 = 4(a1x+ a2)− 4a1x+ a2

1

= 4a2 + a2
1 = −4α1α2 + (−α1 − α2)2 = α2

1 − 2α1α2 + α2
2 = (α1 − α2)2

It follows that g2 = 0 ∈ A (and hence gi = 0 ∈ A for all i ≥ 2) iff the two

roots of p(x) coincide. Theorems 3.2.4 and 3.2.6 will provide a direct generalization

of this result to all n ≥ 2.

In the n = 2 case we also have the peculiar phenomenon that g2 = (α1−α2)2 ∈

R is a constant, no matter our choice of p(x). This fact makes it very easy to

explicitly determine all powers of g. Namely, g2i = (4a2 + a2
1)i = (α1 − α2)2i and
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g2i+1 = (4a2 + a2
1)i(2x − a1) = (α1 − α2)2i(2x + α1 + α2) for all i ≥ 0. Multiplying

those equations by x also gives x ∗ g2i = (4a2 + a2
1)ix = (α1 − α2)2ix and x ∗ g2i+1 =

(4a2 + a2
1)i(2x2 − a1x) = (4a2 + a2

1)i(a1x + 2a2) = (α1 − α2)2i(−α1x − α2x − 2α1α2)

for all i ≥ 0

Recall from Chapter 2 that a closed oriented surface of genus-i that is marked

by a ∈ A evaluates to ε(agi) ∈ R via the TQFT Z associated to the given Frobenius

system. If we denote an unmarked closed, oriented surface of genus-i by Σi and that

same surface marked by x as Σ̇i, we can explicitly show how the associated TQFT

evaluates any marked, closed cobordism:

Z(Σ2i) = ε(g2i) = 0

Z(Σ2i+1) = ε(g2i+1) = 2(4a2 + a2
1)i = 2(α1 − α2)2i

Z(Σ̇2i) = ε(x ∗ g2i) = (4a2 + a2
1)i = (α1 − α2)2i

Z(Σ̇2i+1) = ε(x ∗ g2i+1) = (4a2 + a2
1)ia1 = −(α1 − α2)2i(α1 + α2)

Unlike our observation about repeated roots above, this result does not extend

to arbitrary n ≥ 2. In particular, for higher n it is difficult to guarantee that gi ∈ R is

a constant for any i > 0. See Example 3.2.3 below for an especially pathological sl(3)

Frobenius extension. Via brute force, one can still hope to calculate closed cobordism

evaluations in universal sl(n) Frobenius extensions via linear algebra; Subsection 3.2.2

is dedicated towards investigating this approach.

Example 3.2.3. Consider the sl(3) Frobenius extension with p(x) = x3 − x (this is

actually the same problematic rank-3 system that already provided us with a valuable
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counterexample in Example 2.3.7). Here we have g = 3x2 − 1 and g2 = (3x2 − 1)2 =

9x4 − 6x2 + 1 = 3x2 + 1 = g + 2. As gi = gi−1 + 2gi−2 for all i ≥ 2, we may prove

by induction on i that gi = ag + b (a, b ∈ R, a 6= 0) for all i ≥ 2. As g contains an

x2 term, every expression of the form ag + b with a 6= 0 contains a nonzero x2 term.

Thus gi /∈ R for all i ≥ 0.

We now return to the promised rank-n analogue of the g2 = 0 iff α1 = α2

situation above for n = 2. The appropriate generalization is that g2 = 0 iff every

root of p(x) is a repeated root- a theorem whose two implications will be presented

separately as Theorems 3.2.4 and 3.2.6. The right-to-left implication of this result

proves to be the more immediate of the two directions:

Theorem 3.2.4. Let (R,A, ε) be the sl(n) Frobenius extension with p(x) = xn −

a1x
n−1− ...−an =

∏n
i=1(x+αi). If every αi ∈ R is a repeated root, then g2 = 0 in A.

Proof. We temporarily pass to the “larger” Frobenius extension with R̃ = Z[α1, ..., αn],

Ã = R[x]/(p(x)), and first show that g2 = 0 in Ã. So let p(x) be defined as above, and

assume that every root αi is of multiplicity ≥ 2. By Lemma 3.2.2 we have g = p′(x),

which allows us to use the product rule for derivates to give g =
∑n

i=1
p(x)

(x+αi)
. Hence

g2 =
∑n

i,j=1
p(x)2

(x+αi)(x+αj)
. As every αi is a repeated root, (x+ αi)(x+ αj) divides p(x)

for all i, j (even when i = j). Thus g2 = p(x)
∑n

i,j=1
p(x)

(x+αi)(x+αj)
= p(x)f(x) ∈ R̃[x]

and p(x) divides g2 in R̃[x]. It follows that g2 = 0 in Ã.

It is only left to show that the above implies g2 = 0 in A when we descend

back down to the original Frobenius extension. To this end, define e
αiαj

k to be the

kth elementary symmetric polynomial in the n − 2 roots of p(x) apart from αi and
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αj. Expanding the summation f(x) =
∑n

i,j=1
p(x)

(x+αi)(x+αj)
, the coefficient of xk from

each term in the summation is e
αiαj

n−2−k. The complete coefficient of xk for f(x) is then

ck =
∑n

i,j=1 e
αiαj

n−2−q ∈ Z[α1, ..., αn]. As the ck sum over all 1 ≤ i, j ≤ n, each is a

symmetric polynomial in all n of the roots {α1, ...αn}. By the Fundamental Theorem

of Symmetric Functions we know that the elementary symmetric polynomials in any

fixed set of variables generate the set of all symmetric polynomials in those roots.

It follows that we actually have ck ∈ Z[e1, ..., en] = Z[a1, ..., an] for all k. Thus

f(x) ∈ R[x] and p(x) divides g2 in R[x], showing that g2 = 0 in A.

The import of Theorem 3.2.4 is that, in universal sl(n) Frobenius extensions

whose generating polynomials p(x) have no multiplicity-one roots, we immediately

know that all surfaces (marked or unmarked) of genus i ≥ 2 evaluate to zero via the

associated TQFT. More generally, any cobordism component admitting multiple non-

separating compressions must evaluate to zero via the associated TQFT. This final

insight will prove particularly useful in Section 3.3, when we look to give presentations

of universal sl(n) skein modules embedded within an arbitrary 3-manifold.

For the rest of this subsection we work towards the converse of Theorem 3.2.4

and draw a few quick corollaries. The significantly more involved approach required

by this direction of the theorem results from the fact that, although the summation

from the proof of Theorem 3.2.4 may be easily reduced to
∑ p(x)2

(x+αi)2
(the summation

being over the non-repeated roots αi of p(x)), it is surprisingly difficult to show that

this remaining summation is nonzero in A.

As was required in the proof of Theorem 3.2.4, we begin by passing to the
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“larger” Frobenius extension with R̃ = Z[α1, . . . , αn] and Ã = R̃[x]/(p(x)) to ensure

that all of the roots of p(x) are in the base ring. The difference here is that we

will need to prove several full lemmas in this larger extension, which runs against

the tradition (begun by Khovanov) that we adjoin “just enough” to Z when defining

our Frobenius extensions. Our approach is justified by the fact that our enlarged

Frobenius extension R̃ ↪→ Ã has the same Frobenius form and dual-bases as the

original extension R ↪→ A, thus producing an identical genus-reduction term g̃ = g

that is being reduced modulo the same polynomial p(x).

Our reliance upon the enlarged Frobenius extension is explained by the fol-

lowing lemma, which is a direct application of the Chinese Remainder Theorem:

Lemma 3.2.5. Let R̃ = Z[α1, ..., αn] and Ã = R̃[x]/(p(x)). Consider the “enlarged”

sl(n) Frobenius extension (R̃, Ã, ε) with p(x) =
∏n

i=1(x+αi) =
∏m

i=1(x+αi)
ki, where

in the second product we have fully grouped like roots. This Frobenius extension is

Frobenius equivalent to the Frobenius extension (R̃, Â, ε̂) defined as:

Â = R̃[x]/((x+ α1)k1)× . . .× R̃[x]/((x+ αm)km)

ε̂(xn−1, . . . , xn−1) = 1

ε̂(xi, . . . , xi) = 0 (for 0 ≤ i ≤ n− 2)

Proof. The R̃-linear isomorphism φ : Ã → Â underlying the Frobenius equivalence

is a direct consequence of the Chinese Remainder Theorem, and is given by φ(a) =

(a, . . . , a). That Ã = Â ◦ φ is immediate from the definition of φ. Note how Ã

containing no non-trivial ideals in its null-space ensures the same about Â, making

Â a valid Frobenius form.
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Although Lemma 3.2.5 is nice in that it allows us to pass to an equivalent

Frobenius extension in which our original algebra has been decomposed into simpler

pieces, it suffers from the fact that the Frobenius structure emplaced on Â isn’t the

“natural” one. In particular, we would like to put a Frobenius structure on Â that

brings together the sl(n) Frobenius structures on each of the coordinates. This is nec-

essary because we have done none of the prerequisite work towards determining the

dual-bases (and hence the genus-reduction term) for more “exotic” Frobenius struc-

tures. The “natural” Frobenius structure that we want for R̃ ↪→ Â is the following:

• Basis that brings together the bases of each of the coordinates:

{(1, 0, . . . , 0), . . . , (xk1−1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , . . . , (0, . . . , 0, xkm−1)}

• Frobenius form ε′ defined on that basis so that in the ith coordinate it corre-

sponds with the Frobenius form on the projection πi(Â):

ε′(xk1−1, 0, . . . , 0) = . . . = ε′(0, . . . , 0, xkm−1) = 1

ε′(u) = 0 for every other element u of the basis

This “natural” Frobenius structure is desirable in that its Frobenius matrix

λ′ is block diagonal, with one block for each distinct root αi of p(x) (one for each

coordinate of Â). If αi is a root of multiplicity 1, its corresponding block is the

1 × 1 constant matrix [[1]]. If αi is a root of multiplicity ki ≥ 2, its corresponding

block is ki × ki and has entries identical to the Frobeius matrix λi of the sl(ki)

Frobenius extension with Ri = Z[αi], Ai = Ri[x]/(pi(x)), and generating polynomial
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pi(x) = (x− αi)ki . As each coordiante defines a valid sl(ki) Frobenius extension (or,

in the case of ki = 1, is always nonzero), each of the blocks is invertible. It follows

that λ′ is invertible, ensuring that ε′ is in fact a nondegenerate Frobenius form.

The inverse (λ′)−1 is also block diagonal, with blocks [[1]] or (λi)
−1. This allows

us to compute the dual-bases of our Frobenius extension in terms of the dual-bases

on the coordinates. If yi,j is the dual-basis companion of xj−1 for the sl(ki) Frobenius

extension Ri ↪→ Ai in the ith coordinate, our dual basis is:

{(1, 0, . . . , 0), (y1,1, 0, . . . , 0)}, . . . , {(xk1−1, 0, . . . , 0), (y1,k1 , 0, . . . , 0)},

{(0, 1, 0, . . . , 0), (0, y2,1, 0, . . . , 0)}, . . . , . . . , {(0, . . . , 0, xkm−1), (0, . . . , 0, ym,km)}

The genus-reduction term for our “natural” Frobenius structure on Â is then

g′ = (g1, ..., gm), where gi is the genus-reduction term for the sl(ki) Frobenius exten-

sion Ri ↪→ Ai (and gi = 1 in the coordinates corresponding to multiplicity 1 roots

αi). We also have (g′)i = (gi1, ..., g
i
m) for all i ≥ 1. By Theorem 3.2.4 we have that

g2
j = 0 iff kj ≥ 2, so that (g′)2 = (g2

1, ..., g
2
m) = (0, ..., 0) = 0 iff every root of p(x) has

multiplicity at least 2. We are finally ready for the converse of Theorem 3.2.4:

Theorem 3.2.6. Let (R,A, ε) be the sl(n) Frobenius extension with p(x) = xn −

a1x
n−1− ...− an =

∏n
i=1(x+αi). If p(x) has at least one root of multiplicity precisely

1, then g2 6= 0 in A.

Proof. Let p(x) =
∏m

i=1(x+ αi)
ki , where we have completely grouped like roots, and

assume without loss of generality that k1 = 1. As in the proof of Theorem 3.2.4, we

pass to the “larger” Frobenius extension R̃ ↪→ Ã and first show that g̃ = g 6= 0 in Ã.
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So take the “enlarged” Frobenius extension (R̃, Ã, ε̃). By Lemma 3.2.5, this

extension is Frobenius equivalent to the “product” Frobenius extension (R̃, Â, ε̂). By

the preceding paragraphs, there exists a second Frobenius structure (R̃, Â, ε′) over

R̃ ↪→ Â such that ĝ2 6= 0. By Lemma 2.2.3, g̃2 = (d−1)2ĝ2 for some invertible d−1 ∈ A,

which ensures that g̃2 6= 0 in Ã. As such, there cannot exist f̃(x) ∈ R̃[x] so that

p(x)f̃(x) = g̃ ∈ Ã. It immediately follows that there cannot exit f(x) ∈ R[x] ⊆ R̃[x]

so that p(x)f(x) = g̃ = g ∈ A, guaranteeing that g2 6= 0 over our original Frobenius

extension (R,A, ε).

Given the commentary concerning ĝi (for i ≥ 2) that directly precedes Theo-

rem 3.2.6, an equivalent argument shows that gi 6= 0 in A if p(x) has at least one root

of multiplicity precisely 1. Combining Theorems 3.2.4 and 3.2.6 with this observation

gives a particularly useful corollary:

Corollary 3.2.7. Let (R,A, ε) be the sl(n) Frobenius extension (n ≥ 2) with p(x) =

xn− a1x
n−1− ...− an =

∏n
i=1(x+αi). If every root αi of p(x) is a repeated root, then

gi = 0 ∈ A for all i ≥ 2. Otherwise, gi 6= 0 ∈ A for all i ≥ 2.

This corollary imples that the 2-D TQFTs associated to sl(n) Frobenius ex-

tensions whose p(x) have multiplicity 1 roots may become extremely complicated,

at least when it comes to the evaluation of closed 2-dimensional cobordisms. These

TQFTs may have closed, orientable 2-D surfaces of arbitrarily high genus that eval-

uate to nonzero elements of R via the Frobenius form ε, a fact that has the potential

to greatly complicate the skein modules associated with such TQFTs. On the other
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hand, for the TQFTs associated with p(x) such that every root is repeated, closed

orientable surfaces of genus ≥ 2 always evaluate to zero. As such, these TQFTs yield

skein modules that are far more tractable, and in Section 3.3 we will be able to prove

interesting results concerning these particular skein modules.

3.2.2 The Genus-Reduction Matrix

In Sebsection 3.2.1 we presented an explicit solution of how the 2-D TQFT

associated to a universal sl(2) Frobenius system evaluated marked surfaces of arbi-

trary genus. This was tractable because g2 ∈ A was actually a constant in the base

ring R, and thus could be pulled out of the argument of the Frobenius form ε. We

briefly noted that our technique did not extend to higher n, as we didn’t necessarily

have gi ∈ R for any i ≥ 2. In this subsection, we alternatively approach the problem

of evaluating closed, marked cobordisms using linear algebra. It should be noted that

the results of this section stand apart from the rest of Chapter 3, and are interesting

primarily in that they reveal a further indebtedness of 2-D topological quantum field

theory to elementary symmetric polynomials.

Utilizing the same notation as previous sections, take the sl(n) Frobenius

extension with A = R[x]/(p(x)) for p(x) = xn − a1x
n−1 − ...− an. Earlier in Section

3.1, we noted how the genus-reduction term g for this Frobenius extension was g =

p′(x) = nxn−1 − (n − 1)a1x
n−2 − ... − an−1. The technique of this subsection is to

interpret multiplication by g as an R-linear operator from A to A. Always working

with the standard basis {1, x, . . . , xn−1}, this operator takes the form of an n × n
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genus-reduction matrix Gn ∈Matn(R).

Pause to note that, with our chosen basis, the first column of Gn directly cor-

responds to the coefficients of g. As the Frobenius form ε for any sl(n) Frobenius

extension “picks off” the coefficient of xn−1, how the associated TQFT actually eval-

uates closed surfaces relates to the entries in the bottom row of Gn (or (Gn)k for some

k ≥ 1). In particular, a genus-k surface decorated with xj (0 ≤ j ≤ n − 1) always

corresponds to the (n, j + 1) entry of (Gn)k.

Our first step in categorizing Gn for an arbitrary sl(n) Frobenius extension

(n ≥ 2) is a recursive formula for the entries of Gn:

Lemma 3.2.8. The entries of Gn = [[gi,j]] (any n ≥ 2) are recursively defined as:

gi,j = −ian−i (for j = 1, i < n)

gi,j = n (for j = 1, i = n)

gi,j = an−i+1gn,j−1 + gi−1,j−1 (for j > 1, i > 1)

gi,j = an−i+1gn,j−1 (for j > 1, i = 1)

Proof. The first two lines are a direct consequence of the equation g = p′(x) that

we derived at the beginning of Subsection 3.2.1. As for the last two lines, note

that moving from the jth column of Gn to the (j+1)th column of Gn amounts to

multiplication by x ∈ A. Reducing modulo p(x) = xn − a1x
n−1 − ...− an we have:

x(gi,j−1 + g2,j−1x+ ...+ gn−1,j−1x
n−2 + gn,j−1x

n−1)

= g1,j−1x+ g2,j−1x
2 + ...+ gn−1,j−1x

n−1 + gn,j−1x
n

= g1,j−1x+ g2,j−1x
2 + ...+ gn−1,j−1x

n−1 + gn,j−1(a1x
n−1 + a2x

n−2 + ...+ an)

= (angn,j−1) + (an−1gn,j−1 + g1,j−1)x+ ...+ (a1g2,j−1 + gn−1,j−1)xn−1
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Lemma 3.2.8 may be used to quickly produce Gn for small values of n:

G2 =

−a1 2a2

2 a1



G3 =


−a2 3a3 a1a3

−2a1 2a2 a1a2 + 3a3

3 a1 a2
1 + 2a2



G4 =



−a3 4a4 a1a4 a2
1a4 + 2a2a4

−2a2 3a3 a1a3 + 4a4 a2
1a3 + 2a2a3 + a1a4

−3a1 2a2 a1a2 + 3a3 a2
1a2 + 2a2

2 + a1a3 + 4a4

4 a1 a2
1 + 2a2 a3

1 + 3a1a2 + 3a3


Note that, for n = 2, we have:

(G2)2 =

a2
1 + 4a2 0

0 a2
1 + 4a2

 = (a2
1 + 4a2) E2

This final matrix equation allows use to explicitly calculate (G2)i for all i ≥ 1.

This directly correlates to how we were able to explicitly determine the evaluation of

closed, marked cobordisms for universal sl(2) Frobenius systems in Subsection 3.2.1.
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(G2)2k =

(a2
1 + 4a2)k 0

0 (a2
1 + 4a2)k



(G2)2k+1 =

−a1(a2
1 + 4a2)k 2a2(a2

1 + 4a2)k

2(a2
1 + 4a2)k a1(a2

1 + 4a2)k


In Subsection 3.2.1 we gained a considerable amount of traction by fully factor-

ing p(x) over C as p(x) = xn−a1x
n−1− ...−an =

∏n
i=1(x+αi). Via this factorization,

our original coefficient ak was equal to the negative of the kth elementary symmetric

polynomial ek in the roots {α1, ..., αn}. Here we examine how that same factorization

effects our genus-reduction matrices Gn, but first we need to standardize notation for

more general sorts of symmetric polynomials.

For the collection of n variables {α1, ...αn}, let m(k1...kn) denote the sum of all

monomimals of the form αk1i1 ...α
kn
in

(i1 6= ... 6= in). These m(k1...kn) are known as the

monomial symmetric polynomials, and contain as a special case the elementary sym-

metric polynomials ek = m(1k0n−k) = m(1k) (where 1k denotes k consecutive ones, and

we follow tradition by dropping all 0 indices). The monomial symmetric polynomials

also include the power symmetric polynomials pk = m(k1) = αk1 + ...+ αkn.

For small n, rewriting Gn in terms of the roots αi begins to suggest a general

pattern involving the monomial symmetric polynomials, a pattern that “stabilizes”

following the first two columns of the given matrix:

G2 =

m(11) −2m(12)

2 −m(11)
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G3 =


m(12) −3m(13) m(2112)

2m(11) −2m(12) m(2111)

3 −m(11) m(21)



G4 =



m(13) −4m(14) m(2113) −m(3113)

2m(12) −3m(13) m(2112) −m(3112)

3m(11) −2m(12) m(2111) −m(3111)

4 −m(11) m(21) −m(31)


Before proving a general form for all Gn (n ≥ 2) involving the monomial

symmetric functions, we require the following technical lemma involving products of

elementary and symmetric polynomials. The proofs of these equations are directly

verifiable and left to the reader.

Lemma 3.2.9. Let pa = m(a1) and eb = m(1b) be monomial symmetric polynomials

in n variables. Then:

1. paeb = m((a+1)11n−1) (for b = n)

2. paeb = m(211b−1) + (b+ 1)m(1b+1) (for a = 1 and b < n)

3. paeb = m((a+1)11b−1) +m(a11b) (for a > 1 and b < n)
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Proposition 3.2.10. For all n ≥ 2, we have universal genus-reduction matrix Gn =

m(1n−1) −nm(1n) m(211n−1) −m(311n−1) . . . (−1)n−1m((n−1)11n−1)

2m(1n−2) −(n− 1)m(1n−1) m(211n−2) −m(311n−2) . . . (−1)n−1m((n−1)11n−2)

...
...

...
...

...
...

(n− 1)m(11) −2m(12) m(2111) −m(3111) . . . (−1)n−1m((n−1)111)

n −m(11) m(21) −m(31) . . . (−1)n−1m((n−1)1)


Proof. We present a general proof that works for all n ≥ 2. In light of the recursive

relations from Lemma 3.2.8, we proceed by induction on the columns of Gn. This

induction has two base-steps, for columns j = 1 and j = 2; the inductive step covers

the columns j ≥ 3 for which we noted a “stablization” of the pattern in the n = 2, 3, 4

cases explicitly presented above.

j = 1: Directly from Lemma 3.2.8 we have:

gn,1 = n

gi,1 = −ian−i = ien−i = im(1n−i) (for i < n)

j = 2: Once again directly from Lemma 3.2.8 we have:

g1,2 = angn,1 = nan = −nen = −nm(11)

gi,2 = an−i+1gn,1 + gi−1,1 = −nen−i+1 + (i− 1)en−i+1 = −(n− i+ 1)en−i+1 (for i > 1)

Induction base step for j ≥ 3: First, note that gn,2 = −p1. By Lemma 3.2.9(1):

g1,3 = angn,2 = −en(−p1) = m(211n−1)

By Lemma 3.2.9(2), for i > 1 we also have:
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gi,3 = an−i+1gn,2 + gi−1,2 = −en−i+1(−p1)− (n− i+ 2)en−i+2

= m(211n−i) + (n− i+ 2)m(1n−i+2) − (n− i+ 2)m(1n−i+2) = m(211n−i)

Inductive step for j ≥ 3: Assume that the pattern holds for column k, we show that

it holds for column k + 1. Here we begin by noting that gn,k = (−1)k−1pk−1. By

Lemma 3.2.9(1) we have:

g1,k+1 = angn,k = −en(−1)k−1pk−1 = (−1)km(k11n−1)

By Lemma 3.2.9(3) we also have:

gi,k+1 = an−i+1gn,k + gi−1,k = −en−i+1(−1)k−1pk−1 + (−1)k−1m((k−1)11n−i+1)

= (−1)km(k11n−i) + (−1)km((k−1)1,1n−i+1) + (−1)k−1m((k−1)11n−i+1) = (−1)km(k11n−i)

3.3 Universal sl(n) Skein Modules

As noted in Subsection 1.2.3, the notion of a skein module dates back to the

work of Asaeda and Frohman [1]. They studied the free module of isotopy classes

of marked 2-D cobordisms in a 3-manifold, subject to relations identifying surfaces

that evaluated similarly by the 2-D TQFT underlying Khovanov homology (thus

corresponding to Bar-Natan’s original marked cobordism category). Their work was

extended by Kaiser [10], who rigorously investigated how to obtain skein modules

from an arbitrary Frobenius extension. In Kaiser’s notation, the skein module of the

three-manifold M arising from the extension F = (R,A, ε) is denoted C(F,M).

In this section we give our major result about skein modules arising from the
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universal sl(n) Frobenius extensions R ↪→ A of Section 3.2. Here we continue to

utilize the notation A = R[a1, ..., an][x]/(p(x)), where p(x) = xn − a1x
n−1 − ... − an.

In a slight modification of Kaiser’s original notation, we define the skein module

of M that arises from such a Frobenius extension as KA(M) = C(F,M). Before

we examine these skein modules, we pause to recall some basic definitions from 3-

manifold topology.

Definition 3.3.1. A three-manifold M is irreducible if every two-sphere S2 embed-

ded in M bounds a three-ball B3.

Definition 3.3.2. A curve γ on a 2-D surface S is an inessential curve if it

bounds a disk on S. Otherwise, the curve is said to be an essential curve.

Definition 3.3.3. Let S be a 2-D surface embedded within the 3-manifold M . S is a

compressible surface if there exists an essential curve γ ⊂ S bounding a 2-D disc

D ⊂ M (a compression disc) such that S ∩ D = δD. If S ⊂ M contains no such

curves, then S is an incompressible surface.

The compressibiliity of a surface is especially important in the study of skein

modules, due to the presence of the neck-cutting relation. Namely, a surface is com-

pressible iff it admits a neck-cutting such that neither the “top” nor the “bottom” on

the right side of the neck-cutting relation is a sphere component.

3.3.1 Linear Independence of Unmarked Surfaces

One of the primary results from [1] was the following:
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Theorem 3.3.4. Let M be an irreducible 3-manifold, and let (R,A, ε) be the sl(2)

Frobenius extension with a1 = a2 = 0 (so that p(x) = x2). Then the unmarked,

incompressible surfaces in KA(M) are linearly independent over R = Z.

This result immediately breaks down when you generalize to the universal sl(n)

case, even in rank n = 2. As suggested by Corollary 3.2.7, things stay nice precisely

when the roots of p(x) are repeated. Theorem 3.3.5 below is a direct generalization

of the proof to Theorem 3.3.4 to all sl(n) Frobenius extensions whose p(x) has no

multiplicity 1 roots:

Theorem 3.3.5. Let M be an irreducible 3-manifold, and let (R,A, ε) be an sl(n)

Frobenius extension such that every root of p(x) is repeated. Then the unmarked,

incompressible surfaces in KA(M) are linearly independent over R = Z[a1, ..., an].

Proof. Let p(x) =
∏m

i=1(x + αi)
ki , where we have fully grouped like roots so that

ki > 1 for all i. We show that the unmarked, incompressible surfaces are linearly

independent over R̃ = Z[α1, ..., αm], immediately implying that there are linearly-

indpendent over R ⊆ R̃.

Let F be any unmarked, incompressible surface in M . For each such F we

look to define a R̃-linear functional λF so that λF (F ) = 1 and λF (F̃ ) = 0 for any

other unmarked, incompressible surface F̃ ⊂ M . The existence of such a functional

for each such F implies the linear independence of unmarked, incompressible surfaces.

So fix a root αi = α of p(x), any choice of root will give a suitable family of

linear functionals. We then define λF over all 2-D surfaces S ⊂M :
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• λF (S) = (−α)k
∏

σ ε(Sσ)
∏

τ ε(Tτ ) for S a disjoint union of F , marked by xk,

with (marked or unmarked) spheres Sσ and (marked or unmarked) compressible

tori Tτ

• λF (S) =
∏

σ ε(Sσ)
∏

τ ε(Tτ ) for S a disjoint union of (marked or unmarked)

spheres Sσ and (marked or unmarked) compressible tori Tτ

• λF (S) = 0 for all other surfaces S ⊂M

It remains to be shown that λF , as defined, respects the local skein relations

as presented in Section 3.2. But first we pause to note that, since M is an irreducible

3-manifold, all compressible tori Tτ compress to spheres that bound balls, regardless

of the specific compression disc chosen.

That λF respects both the sphere relations and the “dot reduction” relation

follows directly from the definition. In particular, the only components apart from

F that yield nonzero results (i.e.- the closed 2-D surfaces) are evaluated precisely as

proscribed by the associated 2-D TQFT. Since disjoint union corresponds to multi-

plication after the application of that 2-D TQFT, these evaluations behave properly

when appearing in as a disjoint union with F .

To see that λF respects the neck-cutting relation, note that −α1 = α being a

repeated root implies that −α is a root of the genus-reduction term g = p′(x). By

definition, all unmarked compressible surfaces that aren’t compressible tori evaluate

to zero. That compressible tori respect the neck-cutting relation is a immediate

consequence of the definition in terms of the Frobenius form ε. Otherwise, the left
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side of the neck-cutting relation is an unmarked compressible surface that evaluates

to zero, so we just need to show that the right side of the neck-cutting relation is also

zero in this case. The only situation here that doesn’t immediately evaluate to zero

is when the neck-cutting yields F . As the original surface was unmarked, we then

have a copy of F marked by g = p′(x). Be definition of λF , this surface evaluates to

p′(−α) = 0.

Note that, although the linear functionals λF from above only required a single

repeated root αi = α, the proof still required that every root be repeated. Otherwise,

as implied by Corollary 3.2.7, we would need to consider how our linear functionals

evaluate compressible, closed surfaces of arbitrarily high genus.

A direct converse for Theorem 3.3.5 has proven elusive, and is an active area of

research. Theorem 3.3.6 below does provide an explicit counterexample to the linear

independence of incompressible, unmarked surfaces in the universal sl(2) case when

p(x) has two distinct roots. Explicit counterexamples for rank n ≥ 3 are currently

lacking due to the overwhelming computational complexity they would require, but

we suspect that a similar argument may be adapted for general n ≥ 2. We note that

the earliest version of Theorem 3.3.6, as originally presented in [4], was primarily the

work of Boerner.

Theorem 3.3.6. Let M = S1 × S1 × S1, which is an irreducible 3-manifold, and let

(R,A, ε) be a sl(2) Frobenius extension with p(x) = x2 − a1x− a2 = (x+ α)(x+ β).

The unmarked, incompressible surfaces in KA(M) are linearly independent iff α = β

(or equivalently, iff 4a2 + a2
1 = 0).
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Proof. The linear independence of unmarked, incompressible surfaces in the repeated

root case follows directly from Theorem 3.3.5. We demonstrate a linear dependence

of unmarked, incompressible surfaces when α 6= β, but first we need to introduce

some new notation.

We work in M = S1×S1×S1 = T 2×S1, which fibers over S1. For each fiber of

M over S1 one may embed an incompressible torus. Thus, the incompressible surfaces

we may embed within M include (disjoint) parallel collections of such incompressible

tori. We graphically represent these incompressible surfaces via parallel “strands”,

with one vertical strand for each incompressible tori. Since we are working within

the marked cobordism category, we may write constants r ∈ R in front of the strands

and use a dot to denote a strand marked by x ∈ A. For example

Three parallel incompressible tori:

Two parallel incompressible tori, one marked by x: t
An incompressible tori marked by 2x2: 2

tt
The underlying Frobenius system yields the following relations on our incom-

pressible surfaces, which directly follow from the relations introduced in Section 3.2

for universal sl(n) Frobenius extensions. #1 below is simply the “dot-reduction” re-

lation, while #2 and #3 are due to the fact that M fibers over a circle (in these two

relations, there can be no additional strands to the ones shown). #4 and #5 follow

from the neck-cutting relation. In #4, two unmarked parallel tori are tubed together

to produce a compressible genus-2 surface, and then that tube is cut on the right side

of the equation. #5 is similar except that one of the original tori was marked by x,
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such that we have a marked genus-2 surface after tubing (here we use relation #1 to

simplify the right side).

1.
tt = a1

t + a2

2. t = t = t
3. t t = t t = t t
4. 0 = ε(g2) = t + t − a1

5. 4a2 + a2
1 = ε(xg2) =

tt + t t − a1
t = a2 + t t

Now consider the marked incompressible surface 4 t t . Applying relation

#3, followed by relations #4, #2, and #4 gives:

4 t t = 2 t t +2 t t = 2a1
t = a1

t+a1
t = a2

1

Alternatively, applying relation #5 to the same original surface gives:

4 t t = 4(4a2 + a2
1) − 4a2

Comparing these results, we have:

4(4a2 + a2
1) − 4a2 = a2

1 ⇒ 4(4a2 + a2
1) = (4a2 + a2

1)

Which gives a linear dependence of unmarked, incompressible surfaces over R

if 4a2 + a2
1 6= 0, or equivalently if α 6= β.

A slightly more general version of Theorem 3.3.6 produces a linear dependence

of unmarked, incompressible surfaces in any 3-manifold M that fibers over a circle,

so long as p(x) has two distinct roots in the sl(2) Frobenius extension.
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