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Figure 18: Oxy main-effects.  
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Figure 19: Comparing switchers and perseverators.  
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CHAPTER 5 

STUDY 2: USING fMRI TO PROBE THE DYNAMICS OF FLEXIBLE RULE-USE IN 

ADULTHOOD 

 Chapter 4 focused on a key transition in EF in early development between 3- and 

4-years. Although some of the most drastic changes in EF occur during this critical early 

window, changes in performance, neural activation, and neural connectivity continue into 

adulthood (Crone, Donohue, et al., 2006; Ezekiel, Bosma, & Morton, 2013; Fair et al., 

2008; Morton et al., 2009). To speak to these issues, the DNF model of flexible rule-use 

needs to be generalized to performance in adulthood. This will provide an opportunity to 

test the model using new behavioral measures such as reaction times and quantitative 

switch costs as well as the gold-standard for neuroimaging—fMRI. Extension of these 

theoretical concepts to the adult literature will also help probe the limits of the 

developmental changes hypothesized to underlie the emergence of EF. 

 The long-term goal here is to be able to establish a mapping between model 

components and neural regions. Recall that rule-switching occurs in the dimensional 

attention system of the DNF model as the ‘color’ and ‘shape’ nodes compete, while post-

switch conflict is localized to the feature-space fields. As an initial extension of the DNF 

model to later development, I adopted a common approach used in the fMRI literature. In 

particular, I identified two key factors that influence neural activation in the model—

whether a dimension-switch is required and whether there is featural conflict along the 

post-switch dimension—and varied these factors in a two-by-two design in order to use a 

standard subtraction method to identify brain regions that are sensitive to these 

manipulations. The design of the fMRI study, then, sets up particular contrasts of interest 

in an effort to localize these two aspects of EF to neural systems in the brain. These 

would then be candidate neural sites for the dimensional attention system in the DNF 

model and the posterior feature-space fields. Note that the current study also opens the 

door to future work, building on the work from Chapter 4. For instance, a future goal will 
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be to quantitatively simulate adults’ behavioral data with the DNF model and then ask 

whether simulated model hemodynamics using the LFP approach can capture the fMRI 

findings.  

 In the section below, I first review what is currently known about the neural 

dynamics that underlie flexible rule-use in adulthood. I then describe the specific design 

used here to localize two key aspects of the DNF model using fMRI contrasts.  

Neurocognitive Dynamics of Flexible Rule-use in Adulthood 

Previous research has explored the DCCS task with adults. This work has 

demonstrated that adults are both significantly more error prone and slower to respond 

when switching dimensions compared to when the shape or color rules are repeated. 

Morton et al. (2009) used fMRI with 11- to 13-year-olds and adults and found greater 

activation on switch blocks compared to repeat blocks in right superior parietal and 

intraparietal sulcus, bilaterally in dorsolateral prefrontal cortex, right inferior frontal 

junction, and right pre-motor cortex. Although there were no differences in behavioral 

performance between these two age groups, there were developmental changes within a 

network of frontal, parietal, and temporal areas. Specifically, left superior parietal cortex 

and fusiform gyrus showed greater activity on switch blocks only for adults. However, 

right superior frontal sulcus showed greater activity on switch blocks only for children. 

This suggests that there may be decreases in activation strength in particular areas as 

functional specialization emerges (see also, Rubia et al., 2006). Finally, the thalamus, 

which is an intermediary between cortex and basal ganglia (Alexander, DeLong, & 

Strick, 1986) showed greater activity on switch blocks for adults but not children.  

These data clearly show that there is a complex pattern of neural activity that 

underlies rule-switching in adolescence and adulthood, and that aspects of this network 

change across adolescence. But, to date, the theoretical understanding of these complex 

neural patterns has been limited. Part of the challenge is that there have been only a 

handful of fMRI or behavioral studies that have used rule-switching tasks like the DCCS 
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with adults. This stands in sharp contrast to the vast literature on the DCCS task in early 

development. The other challenge is that the DCCS task is itself quite complex, requiring 

rule-switching, inhibition, and working memory.  

The goal of the present study is to examine whether the DNF model can shed 

unique light on the neural dynamics of rule-switching in the DCCS task. Two aspects of 

the model are a focus for the current experiment. One aspect is dimensional switching 

which occurs within the dimensional attention system. When the model is required to 

make a rule switch, the neural activation of the post-switch node (e.g., ‘color’) must out-

compete the neural activation of the pre-switch node (e.g., ‘shape’). This requires a boost 

to the post-switch node and strong inhibition to suppress the pre-switch node, both of 

which should produce a strong BOLD response which is sensitive to both excitatory and 

inhibitory processes. Manipulating the need to switch dimensions, then, should reveal 

differential activation of neural systems involved in dimensional attention when there is a 

change in dimensions compared to not. In Chapter 3, I hypothesized that the dimensional 

attention system in the DNF model is localized to areas of the frontal cortex that includes 

inferior frontal junction (IFJ; see Figure 3). Thus, I expect to see greater IFJ activation 

when a dimensional switch is required versus not.   

A second aspect of the model is featural competition between target inputs and 

Hebbian traces (HTs) which occurs within the posterior feature-space fields. 

Manipulations to this factor by, for instance, introducing new features and eliminating 

conflict, should reveal differential activation of neural systems involved in feature-space 

conflict when there is competition compared to not. Competition in the feature-space 

fields should slow down the growth of neural activation. By contrast, the absence of 

competition should yield a fast rise in neural activation. In Chapter 3, I hypothesized that 

the feature-space fields are localized to ventral visual areas including the fusiform color 

area and the lateral occipital complex (see Figure 3). Thus, I expect to see greater 

temporal cortex activation when there is no conflict versus when conflict is present. Note 
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that in the DNF model, competition can live in the pre-switch field or the post-switch 

field. Thus, I created a design that only manipulated competition in the post-switch field 

and maintained cooperation in the pre-switch field for all conditions. 

Based on these two factors, the present design includes 4 conditions (see Table 4). 

Two conditions have a dimension change—Standard (ST) and Partial-Change (PC)—

while the other two conditions—SpaceSwap (SS) and SpaceSwap Partial-Change 

(SSPC)—do not. Similarly, two conditions have post-switch feature conflict—ST and 

SS—while the other two conditions do not—PC and SSPC. Note that in the current 

design, the absence of post-switch feature conflict is created by changing the feature 

values of the target and test cards along the post-switch dimension. Thus, post-switch 

conflict and the absence/presence of a feature change are synonymous (see Table 4). 

Figure 20 shows a sequence of stimuli that illustrate the different conditions that 

will be used for this study. Panels A-E represent individual phases of the experiment. 

Each phase is composed of 3 trials; only the switches between phases are shown in the 

figure for simplicity. The top of each panel shows an example test display (target images 

are below the test image which is presented at the center top) along with the condition 

name and the dimension to be used on each phase. The bottom of each panel shows a 

cartoon of the model illustrating the state of the feature-space fields at the start of each 

condition.  Here, target inputs are represented by ovals and HTs are represented by 

shaded circles.  

The example sequence starts with an initial trial (Start) to set up the pre-switch 

condition for the first phase change which occurs in Figure 20B. This first switch is to a 

Standard (ST) condition. This involves a dimension change and competition within the 

post-switch feature field (i.e., the shape field). Next, there is a SpaceSwap-Partial-Change 

condition (Figure 20C). This condition does not require switching dimensional attention 

but instead spatially swaps the locations of the target images. This version has a neutral 

post-switch feature-space field (i.e., the shape field) because the relevant features (i.e., 
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the shapes) are changed. The third condition, a Partial-Change (PC; Figure 20D), 

involves a dimension change but a neutral post-switch field (because the features that are 

relevant for the post-switch phase—in this case, color—are changed). Fourth, there is a 

SpaceSwap (SS) condition (Figure 20E) which does not involve switching dimensions 

but does contain conflict within the post-switch field (i.e., the color field). Note that the 

SpaceSwap condition then serves as the pre-switch phase for a Standard condition (not 

shown), and the design then loops through the sequence of phases again, but with new 

stimuli (for details, see methods). 

These conditions will allow for the identification of the neural networks involved 

in switching dimensional attention and resolving featural competition. Using standard 

fMRI subtraction techniques for comparing the neural activation associated with 

particular pairs of conditions, the neural systems involved in shifting dimensional 

attention can be identified by contrasting conditions that require shifting dimensional 

attention (i.e., the Standard or PC versions) with conditions that do not require shifting 

dimensional attention (i.e., the SS or SSPC conditions). Further, the neural systems 

involved in resolving feature-space competition can be revealed by contrasting conditions 

that contain feature competition (i.e., the Standard or SS conditions) with condition that 

do not (i.e., the PC or SSPC versions). In this way, these four conditions can isolate the 

dimensional attention system and the feature-space fields from the model. This research 

constitutes the first attempt to apply the DNF model of the DCCS task to the adult 

literature and fMRI and probes whether this theoretical account can provide clarity on the 

complex pattern of results evident in the fMRI literature on this task. 

Method 

Participants 

 Twenty subjects participated (M age =23.8 yrs, SD= 3.8 yrs; 9 males) for 

monetary compensation. All subjects were right-handed and reported normal or 
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corrected-to-normal vision. The data were collected as part of a larger 6-session fMRI 

study. The DCCS sessions presented here were collected over 4 half-hour sessions. 

Behavioral procedure 

 This study uses a continuous event-related design with interleaved switch phases, 

similar to the design used with children in Chapter 4. For this study, colors are sampled 

from CIE Lab color space (see Figure 21). Shape stimuli are generated from a continuous 

space defined by the phase angle of Fourier components (Drucker & Aguirre, 2009; Zahn 

& Roskies, 1972; see Figure 21). This allows the metric details of shape to be controlled 

in a similar fashion as color. The objects used in the task were approximately 60 pixels 

by 60 pixels and consisted of a solid black outline filled with color (see Figure 21). 

 Figure 21 shows the sequence of events on a given trial. Each trial began with an 

‘S’ or ‘C’ presented at the center of the screen to indicate whether to match by shape or 

color on the upcoming trial. In addition, the target images were presented to the left and 

right of center. After 1000 ms, the dimensional cue was removed and replaced with an 

‘X’. After 1500 ms, a test image appeared above the center of the screen. Participants 

were given 1500 ms to press a button with their right index or middle finger, mapping 

onto a leftward or rightward sorting response. If a response was not entered during this 

time window, a warning appeared on the screen telling the participant to respond more 

quickly. Each phase consisted of 3 trials and participants completed 10 phases of each 

condition (counterbalancing shape and color) in each run with 4 total runs. 

fMRI data collection and analysis 

 The fMRI study used a 3T Siemens TIM Trio system with a 12 channel head coil. 

Anatomical T1 weighted volumes were collected using and MP-RAGE sequence. 

Functional BOLD imaging was acquired using an axial 2D echo-planar gradient echo 

sequence with the following parameters: TE=30ms, TR=2000ms, flip angle= 70°, 

FOV=240x240mm, matrix=64x64, slice thickness/gap=4.0/1.0mm, and 

bandwidth=1920Hz/pixel. Standard preprocessing was used that included slice timing 



107 
 

 
 

correction, outlier removal, motion correction, and spatial smoothing (Gaussian 

FWHM=5mm). First level analysis was performed using multiple linear regression, 

which included regressors for trial type (switch and repeat) and condition (ST, SS, PC, 

and SSPC), as well as motion parameters as nuisance regressors. An initial contrast of 

switch versus repeat was performed for each condition. These activation maps were used 

to define a region of interest for comparing activation across conditions. Percent signal 

change was estimated for switch trials and repeat trials from the individual subjects using 

regions of interest defined at the group level using ANOVA. 

Behavioral results 

Response times were averaged separately for switch trials (the first trial of each 3-

trial block) and for repeat trials (the remaining 2 trials in a 3-trial block). Figure 22 shows 

plots of average RT’s for each condition and trial type. A Condition (ST, SS, PC, PCSS) 

x Repeat (switch, repeat) ANOVA revealed a main effect of Repeat, F(1,19)=7.60, 

p=.013, with participants performing slower on switch than repeat trials. The ANOVA 

also revealed a main effect of Condition, F(1,19)=4.58, p=.016. A Tukey HSD test 

revealed that responses in the Standard condition were significantly slower than 

responses in the SpaceSwap-Partial-Change condition (p<.05). No other contrasts 

reached statistical significance, which is not surprising given the gradual nature of the 

change in RTs across conditions.  

fMRI results 

 As a first step in the fMRI analysis, I conducted individual contrasts comparing 

switch and repeat trials for each condition. Table 5 lists significant clusters of activation 

(p < .05, corrected) and Figure 23 shows clusters of activation in different brain regions 

for each condition. The Standard condition was associated with activation in left superior 

parietal, left middle frontal, and left inferior frontal gyrus. The Partial-Change version 

was associated with a broader network of regions, also including bilateral fusiform and 

middle occipital activations. Interestingly, there were no switch related areas associated 
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with the SpaceSwap condition. The SpaceSwap-Partial-Change version elicited a pattern 

of switch-related activity in bilateral fusiform and left superior parietal cortex. Thus, 

conditions requiring a switch in dimensional attention (ST and PC) showed increased 

activation in middle frontal and inferior frontal areas on switch trials. Conditions that 

eliminated feature-space conflict, on the other hand, were associated with stronger 

activation in fusiform areas on switch trials. All conditions, except the SS condition 

which showed no switch-related activity, also activated parietal cortex on switch trials. 

 Next, a mask was made from the union of significant clusters in the switch versus 

repeat contrasts from each condition. This was used to define a region of interest in which 

to compare Switch trials across conditions (p < .01 cluster-wise threshold; see Table 6) 

and to compare switch-effect related activation (Switch – Repeat) across conditions (p< 

.005 cluster-wise threshold; see Table 7). These two sets of contrasts yielded generally 

consistent results, but switch-effect comparisons revealed a broader network of robust 

effects; thus, I focus on these contrasts below. Figure 24 shows the clusters of differential 

activation revealed by the switch-effect contrasts across conditions. Note that this mask 

was also used to compare activation on Repeat trials across conditions; however, this did 

not reveal any differences in activation. 

In the first set of contrasts, I examined the effect of switching dimensions. The 

Standard condition (dimension change + feature-space competition) showed significantly 

stronger activation on switch trials in inferior frontal cortex compared to the SpaceSwap 

condition (no dimension change + feature-space competition). The Partial-Change 

condition (dimension change + no feature-space competition), however, did not elicit 

significantly stronger activation in any regions compared to the SpaceSwap-Partial-

Change condition (no dimension change + no feature-space conflict). The Standard and 

SpaceSwap conditions both involve feature-space competition, and it is in this context 

that a difference in switch-trial activation is seen. Activation within the dimension 
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switching network, then, is sensitive to the influence or demands of feature-space 

competition. 

Next, I examined the effect of changing features and eliminating feature-space 

competition. These contrasts should reveal the network involved in resolving feature-

space competition. The Partial-Change condition showed greater switch-related 

activation within fusiform cortex compared to the Standard condition, and the 

SpaceSwap-Partial-Change condition also elicited stronger activation in fusiform cortex 

compared to the SpaceSwap version. Thus, a feature change which eliminates feature-

space competition is associated with a larger hemodynamic response in fusiform areas 

compared to the presence of feature-space conflict. 

Next, I compared conditions that differed along both factors. The contrast 

between the SpaceSwap-Partial-Change condition and the Standard condition revealed 

significantly stronger switch-related activity in fusiform cortex. Again, a feature change 

which eliminates feature-space competition is associated with stronger fusiform 

activation. Finally, there were particularly widespread differences between the Partial-

Change and the SpaceSwap conditions across the entire rule-use network identified in the 

initial contrasts between Switch and Repeat trials. In this case, these effects are driven by 

a combination of factors since this contrast compares a situation with a dimensional 

switch and no feature-space competition with a condition that does not require a shift in 

dimensional attention and has feature-space competition. 

Discussion 

 The present experiment was designed as an initial step toward a model-based 

approach to the DCCS with adults using fMRI. Although there is a vast literature on the 

DCCS task in early childhood, little is known about the behavioral and neural dynamics 

of performance in the DCCS in adulthood. The aim of this study was twofold: to explore 

whether the model can be used to gain insight into the neurocognitive dynamics of DCCS 

performance in adulthood, and to establish a behavioral and neural dataset that can be 
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used in future work to parameterize a model of adult performance in the DCCS using 

both behavioral and neural measures.  

Two factors were manipulated which are critical to the performance of the DNF 

model: dimension switching and the presence of feature-space competition within the 

post-switch feature field. In the behavioral data, as in previous studies of the DCCS with 

adults (e.g., Diamond & Kirkham, 2005; Morton et al., 2009), robust behavioral switch 

costs were observed—Switch trials were performed more slowly compared to Repeat 

trials. A main effect of condition was also found, and follow-up tests revealed that the 

Standard condition was performed more slowly than the SpaceSwap or SpaceSwap-

Partial-Change conditions. This is the first study to reveal differential performance across 

variations of the DCCS task, suggesting that adult performance is susceptible to similar 

influences as children. In this case, the condition that involved both a change in 

dimension as well as feature-space competition was slower than both conditions that did 

not require a change in dimension, suggesting that switching dimensional attention is a 

primary contributor to performance. However, the Partial Change condition, which also 

requires changing dimensions, but does not contain feature-space competition, was not 

significantly different from conditions that did not require changing dimensions. This 

suggests that the effect of dimension switching is modulated by the presence of feature 

space competition.   

As in previous fMRI studies using the DCCS task with adults (Ezekiel et al., 

2013; Morton et al., 2009), Switch trials activated a network of frontal, parietal, and 

fusiform brain regions more strongly than Repeat trials. The central question here was 

whether there would be selective activation corresponding to the set of a priori 

predictions made based on the mapping of the DNF model to neural regions. Specifically, 

the dimensional attention system of the model corresponds to processes in frontal cortex. 

Thus, frontal cortex activation should reflect sensitivity to demands on the dimensional 

attention system. Further, the feature-space system of the model corresponds to visual 
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Table 5. Clusters of significantly different activation between switch and repeat trials. 

Switch vs 

Repeat 
Region Hemisphere X Y Z K 

St Superior Parietal L 14 74 54 1711 

 Middle Frontal L 28 4 42 1112 

 Inferior Frontal L 34 -28 20 312 

PC Superior Parietal L 22 68 32 752 

  L 46 46 46 380 

 Fusiform L 32 42 -24 593 

  R -42 54 -26 706 

 Middle Occipital L 32 86 16 610 

 Middle Frontal L 20 10 54 268 

 Inferior Frontal L 50 -12 28 346 

SS None      

SSPC Fusiform R -38 72 -8 5011 

  L 32 52 -18 3398 

 Superior Parietal L 28 48 50 810 
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Table 6. Clusters of significantly different activation on switch trials across conditions 

Switch Trial 

x Condition 
Region Hemisphere X Y Z K 

St > SS Inferior Frontal L 48 -30 16 73 

PC > St Fusiform L 32 38 38 92 

PC > SS Parietal L 26 60 48 121 

 Inferior Frontal L 50 -30 16 88 

  L 40 2 24 56 
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Table 7. Clusters of significantly different switch-effect activation across conditions 

Switch Effect 

x Condition 
Region Hemisphere X Y Z K 

St > SS Inferior Frontal L 36 -28 22 114 

PC ≠ SSPC None      

PC > St Fusiform L 32 40 -26 172 

SSPC > SS Fusiform L 44 80 -4 601 

  L -42 80 0 433 

SSPC > St Fusiform L 28 10

0 

-2 431 

  R -34 96 0 143 

PC > SS Medial Frontal M -6 -8 56 264 

 Parietal R 2 82 42 241 

 Cuneus L 12 78 6 170 

 Thalamus L 20 36 2 168 

 Inferior Frontal L 46 -36 12 168 

 Fusiform L 34 52 -20 132 
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Figure 20: Design of fMRI experiment. 
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Figure 21: Stimulus dimensions and sequence of events used in the fMRI study. 
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Figure 22: Behavioral data from the fMRI study.  
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Figure 23: Switch - Repeat contrasts for each condition.  
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Figure 24: Switch-effect contrasts between conditions.  
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CHAPTER 6 

GENERAL DISCUSSION 

EF is an important aspect of cognition because control and regulation are central 

in numerous cognitive domains. It is an especially important topic of study in early 

childhood because it is during this period that EF begins to emerge and undergo dramatic 

and lasting changes. Moreover, measures of EF during early childhood robustly predict 

physical health, substance dependence, personal finances, and criminal offending 

outcomes nearly 3 decades later (Moffitt et al., 2011). Further, preschool interventions 

aimed at improving EF have produced significant increases in school achievement and 

behavioral function (Diamond & Lee, 2011). Thus, EF is a central aspect of cognition 

that undergoes foundational changes in early childhood. 

The goal of the present work was to cultivate a DFT of flexible rule-use that can 

integrate behavioral and neural processes over development. Chapter 3 presented a 

computational framework that I used to capture the dynamics of flexible rule-use. The 

model is composed of a dimensional attention system that is coupled to an object 

representation system. These systems are reciprocally coupled and provide a mechanism 

for on-the-fly shifts in dimensional attention. Rule-use in this framework is a product of 

modulating dimensional attention and object representation processes while making 

spatial decisions about multi-feature objects. Developmental changes occur by increasing 

the strength of neural interactions within the dimensional attention system and improving 

the selectivity of the mapping from the dimensional attention system to the posterior 

feature fields which leads to a shift from perseverative responding to correct rule-

switching. 

In many ways, the model retains the strengths of previous accounts. For example, 

the dimensional attention system and the developmental mechanisms implemented in this 

system bear many similarities to the connectionist model proposed by Morton and 

Munakata (2002). CCC theory posits linguistically mediated reflection as a mechanism of 



124 
 

 
 

cognitive flexibility. Likewise, the dimensional attention system in the DNF model is 

framed around ‘shape’ and ‘color’ labels which are associated with visual features. 

Importantly, DFT moves beyond these theories in specific ways by couching rule-use in a 

real-time, embodied neural architecture where dimensional attention modulates processes 

of perception and action. 

The model has been used to account for a diverse array of findings in the 

literature—14 conditions in total with 3- and 5-year-olds. Further, behavioral predictions 

of the model regarding the role of spatial information in the DCCS task have been 

successfully tested with a group of 3-year-olds. Together, this establishes DFT as a 

framework that is rigorously grounded in the behavioral literature in early childhood. One 

aspect of the model that stands to be fleshed out is the role of space. In the versions of the 

DCCS that have been presented, the response space and the space of the objects were 

always confounded. Space as a response dimension and space as a feature binding 

dimension, however, may serve dissociable roles in rule-use. In the context of binding 

features, space plays a special role because objects are defined by the spatial overlap of 

features. In the context of responses, however, space plays a general role that can be 

interchanged with other dimensions, such as a vocal dimension if the task requires vocal 

responses.  

The two studies presented in this thesis sought to extend this account in two 

directions. First, Study 1 proposed a method for simulating hemodynamics with DFT and 

tested novel neural predictions from the model. Study 2 looked beyond childhood and 

proposed an fMRI study to provide a starting point for understanding the neural dynamics 

that underlie flexible rule-use in adulthood.  

The question then becomes how to link diverse processes such as these, which are 

emergent from the same dynamic interactions, to neural processes in the brain. Study 1 

applied an LFP approach for simulating hemodynamic data. This method proved fruitful, 

capturing developmental increases in the strength of frontal activation associated with the 
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emerging ability to switch rules reported by Moriguchi and Hiraki (2009). Building from 

this, I successfully tested hemodynamic predictions of the model and showed that ‘easy’ 

versions of the task are associated with a stronger hemodynamic response compared to 

the Standard version. 

This method points toward the development of a cognitively functional account of 

neural activation. This means going beyond localization of function to account for how 

neural activation relates to cognitive processes. This is illustrated in the simulations of the 

DCCS fNIRS data. The goal of this simulation project was not just to localize 

dimensional attention processes, but to identify hemodynamic signatures of the 

underlying dynamics that give rise to dimensional attention. Based on the reciprocal 

connectivity of the dimensional attention and feature-space fields, the model accurately 

predicted a stronger hemodynamic response in the frontal system in a No-Conflict 

version compared to the Standard version. This stronger activation, however, is not 

necessarily the cause of correct rule-switching since that would be accomplished based 

on the cooperation of Hebbian traces (HTs) and target inputs within the post-switch 

feature field. In this case, differences in activation are a byproduct of the coupling within 

the neural system rather than a source of behavioral differences. Frontal activation is both 

the cause and the consequence of rule-switching and is open to influences from other 

neural regions. 

Study 2 provided a rich behavioral and neural dataset that can shed light on the 

neural and cognitive processes involved in flexible rule-use in adulthood. This study 

manipulated the need to switch dimensions between phases and the presence of feature-

space conflict in a 2 x 2 design. Using standard subtraction methods, it was revealed that 

frontal regions (corresponding to the dimensional attention system) were sensitive to the 

demands on dimension switching, and fusiform areas (corresponding to feature-space 

fields) were sensitive to the absence/presence of feature-space conflict. Thus, in contrast 

to previous studies (see Morton et al., 2009), DFT offers an account of why temporal and 



126 
 

 
 

parietal areas are activated on different conditions and the function that these areas serve 

in flexible rule-use. This points to an embodied account where perception and action and 

key aspects of flexible rule-use. 

The results from Study 2 set up future work that will use the DNF model to not 

only link brain and behavior, but also link these systems at different developmental time 

points. This could be particularly useful in the case of EF given the complexity of the 

frontal systems involved in cognitive flexibility. For instance, model-based approaches to 

fMRI might help unpack the frontal system in our current architecture by isolating 

different functional components that are associated with activity in different frontal 

regions (such as superior frontal and inferior frontal regions highlighted in the current 

data set). In this way, fMRI can be used to go beyond simply asking where a cognitive 

function is localized to address how neural activity is functionally related to cognition 

(Ashby & Waldschmidt, 2008). This is a critical step in probing the neural mechanisms 

underlying EF. 

Although I focused on the DCCS task in the work reported here, the present 

findings provide a critical step toward a general theory of the development of EF. In 

particular, unlike previous conceptual theories of the DCCS, the DFT can address the 

multi-component nature of EF. Critically, DFT demonstrates how these components can 

emerge from system-wide interactions in a complex neural architecture. For instance, 

building a WM peak in a feature field can actively inhibit the prepotent response 

associated with a previously relevant feature value. Moreover, the formation of a WM 

peak can be biased by the boost provided by a dimensional attention node as the system 

attempts to switch rules. Thus, all three processes—working memory, inhibition, and 

task-switching—conspire to enable flexible behavior and to explain the myriad findings 

in the literature. Within the DFT framework, the functional aspects of ‘inhibitory 

control’, ‘working memory’, and ‘switching’ all emerged from general neural dynamics 

and the structure of inputs for different versions of the task. 
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I have taken additional steps to explore the generality this framework by using a 

dynamic field architecture similar to the one reported here to capture aspects of dual-task 

performance including changes in behavioral (reaction times) and fMRI data over 

learning (Buss et al., in press). The dual-task model has posterior neural populations that 

associate visual or auditory stimuli with manual or vocal responses. These two-

dimensional neural fields are coupled to a dimensional attention system which modulates 

the resting level of the posterior fields when a stimulus is presented, similar to how the 

dimensional attention system work in the DCCS model. 

I used this model to capture a behavioral and neural dataset reported by Dux et al. 

(2009). This study exposed participants to dual- and single-task conditions over 8 days of 

practice with fMRI conducted at the beginning, middle, and end of training. These 

researchers identified a region in inferior frontal cortex that closely followed dual-task 

costs over practice. That is, early in learning, inferior frontal cortex showed a large 

response that reduced to single-task levels by the end of practice. In this case, processing 

within inferior frontal areas becomes more efficient over learning and requires less 

activation to execute both tasks. 

The model showed these same neural signatures due to Hebbian learning in both 

the modality-specific, posterior fields and the dimensional attention system (see Buss et 

al., in press). Most critically, after exposing the model to the training regimen used by 

Dux et al. (2009), I found that changes in the hemodynamic response generated from the 

dimensional attention system closely paralleled changes in inferior frontal cortex 

activation over learning. And the same model produced reaction times that quantitatively 

matched the empirical data from both single and dual-task conditions over learning. 

This dataset provides an opportunity to probe another time scale of EF that was 

not previously addressed: learning. In the case of dual-task performance, learning has a 

behavioral and neural signature that can be probed with the model. Dual-task RT’s reduce 

to near single-task levels, and activation in IFJ reduces to single-task levels. Using the 
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model, I probed the locus of learning and efficiency by ‘turning off’ learning in either the 

stimulus-response fields or in the dimensional attention system. While the fMRI data 

appear to suggest that efficiency is restricted to IFJ, the simulation results showed that 

learning in all aspects of the model contributed to the behavioral and neural effects 

observed over practice as there were significant reductions in the fits when learning was 

restricted to only one part of the model. 

 This thesis presented a theory of EF and flexible rule-use that was developed in 

the context of a particular cognitive flexibility task, the DCCS. This model was most 

thoroughly applied and developed in the context of the early developmental transition 

from perseveration to flexible rule-switching. Here, the model simulated behavioral and 

neural data, as well as made behavioral and neural predictions that were successfully 

tested. The results of this work shed new light on the cognitive dynamics involved in this 

task, demonstrating how a simple dimensional attention mechanism combined with 

dynamics involved in object representation, could account for a wealth of behavioral 

data. The results of this work also shed new light on the functional role that neural 

activation plays in flexible rule-use. The NIRS experiment provided evidence suggesting 

that frontal cortex activation is influenced by other regions and is both the cause and the 

consequence of rule-switching. An fMRI study was then used to probe whether the model 

could also provide insight on the neurocognitive dynamics of flexible rule-use in 

adulthood. Here, I manipulated the demands on the dimensional attention system and the 

object representation system. This revealed not only differential performance across 

conditions, but also revealed that manipulations to these components differentially 

activated target neural regions based on the conceptual mapping of these model 

components. Future work with DFT is positioned to further develop this theory beyond 

flexible rule-use to provide a full account of EF. 
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