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(a) At 0.1 m (b) At 0.3 m

(c) At 0.5 m (d) At 0.7 m

Figure 6.35: Ingergroup transfer frequencies at the stern experimental location for
different depths.

in Fig. 6.35d, dissolution is the dominant effect.

It should be noticed from Fig. 6.35 the wide range of frequencies, time scales,

introduced by the polydispersed model. Breakup introduces time scales in the

order of 10 ms and coalescence can introduce time scales as short as 1 ms. On

the other hand, the time scales introduced by dissolution are much larger, on the

order of 2 min for 100 µm bubbles and on the order of 2.5 s for 10 µm bubbles.
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These time scales should probably be compared against the time step used in the

simulations. For Athena with body force propeller the time step is δt = 43.52 ms

and for Athena with discretized propeller δt = 2.87 ms. Therefore, the time step

used for Athena with body force propeller would not even be enough to capture

the dynamics introduced by breakup. This is where the power of the time splitting

strategy comes in, allowing to implicitly integrate intergroup transfer in time. For

Athena with discretized propeller, the time step is smaller and closer to the time

scales involved. Still, the integration of the intergroup transfer terms would be

very difficult to perform accurately, i.e. implicitly, if the time splitting strategy was

not used.

6.5.2 Self-propelled Athena with discretized
propeller

This section presents a final computation of the bubbly flow around Athena

where the rotating propellers are added to the previous static geometry. The ob-

jective of this computation is to test the new capability implemented in a scenario

where, in addition to the already complex features of the fixed two-phase computa-

tion, includes the rotating surfaces of the propeller and meshes move to accordingly.

The inclusion of the discretized propellers and incoming waves to the simulation

adds realism and hence it simulates better the experimental conditions. Initially,

a single phase run is carried out to find Athena’s self propulsion point. Athena

possesses controllable pitch propellers, i.e. the propeller pitch can be adjusted to

make changes in the advance velocity. The specific pitch of the propellers set at the

moment the measurements by Johansen et al. (2010) were taken is not know but

only the ship’s velocity U0. In order to perform a self-propelled computation com-

parable to experiments, the pitch of the propellers is set to p/D = 1.11, matching

the one used by Crook (1981) who reports propeller’s RPM as a function of cruise

speed. With the geometry of the propeller fixed, a self-propelled computation is
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performed to attain the cruise speed reported in the experiment by Johansen et al.

(2010), U0 = 5.4 m/s (10.5 Knots). The procedure detailed in Carrica et al. (2010a) is

used to find the self-propulsion point. This procedure uses a PI speed controller3 to

automatically adjust the propeller rotational speed and attain a predefined cruise

speed. The single phase computation is performed using a DES model for tur-

bulence where the k-ω blended turbulence model is active near the walls and it

switches to an LES model away from the walls (Travin et al., 2004; Xing et al., 2007).

The simulation time step is set to δt = 3.3 × 10−4 (2.87 ms) to resolve the propeller

dynamics.

Figure 6.36 compares the computed self propulsion point with the experimen-

tal data from Crook (1981). The data by Crook (1981) is extrapolated to the ship

speed used in the simulation to compare against the predicted RPM and a remark-

ably good agreement is found. The predicted rotational speed is 192.4 RPM and

therefore 110.6 time steps are needed to complete one revolution of the propeller.

This predicted propeller rotational speed is used to fix the propeller RPM’s for the

two-phase computation.

Iso-surfaces of the second invariant of the rate of strain tensor Q = 10000 are

shown in Fig. 6.37. The iso-surfaces and ship hull are colored with piezometric

pressure. The DES model of turbulence is able to resolve the very rich vortical

structure at the stern and the tip vortices shed from the propeller’s blades. The tip

vortices travel downstream the propeller, interact with the rudder, and eventually

disappear at the end of the propeller refinement where the mesh coarsens its spatial

resolution.

It was found in previous runs that the DES model underpredicts the turbulence

dissipation εwhen comparing with results obtained with the k-ωmodel. This prob-

lem was investigated with simulations of homogeneous and isotropic turbulence

3PI stands for Proportional Integral.
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Figure 6.36: Comparison of the predicted self propulsion point with experimental
data from Crook (1981).

performed in a box with periodic boundary conditions. The results revealed that

a considerable portion of the mechanical energy contained in the large coherent

structures resolved by the grid are numerically dissipated instead of being trans-

fered to the modeled part of the turbulent kinetic energy. This excessive numerical

dissipation of energy causes the modeled turbulence to be less intensive and the

turbulence dissipation is underpredicted. This is topic of ongoing research.

To have a more accurate estimation of the dissipation rates so important for the

prediction of breakup and coalescence rates, or at lest to avoid the extra numerical

dissipation, the two-phase computation is performed using RANS with the k-ω

blended model of turbulence instead of DES. The single phase computation is

extended for two more ship lengths using the k-ω blended model to have a well

developed single phase solution.

The two-phase computation is restarted from the last available single phase
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Figure 6.37: Isosurfaces of Q = 10000 colored with contours of piezometric pressure.

computation. This simulation attempts to replicate better the conditions of the

experiments and its main features are:

• Fully appended geometry.

• Discretized rotating propeller. Self-propulsion point is predicted. Grids move

along with the geometry of the propeller.

• Full scale computation for both continuous and dispersed phase. Wall func-

tions used.

• Complete polydispersed model includes breakup, coalescence and dissolu-

tion models.
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• Incoming waves with the wavelength observed in the experiments by Jo-

hansen et al. (2010).

• Oceanic background model (Section 3.9) based on measurements by Melville

et al. (1995).

• Rectified diffusion model (Section 3.10) based on transfer tables provided by

Raju et al. (2009).

• The grid system, including the propeller, contains 22.6 million grid points.

• The full model solves for 1.68 billion of unknowns per time step.

• 6060 time steps are needed to run two ship lengths and it takes 5 days on a

Cray XE6 supercomputer using 448 processors.

The number of processors used in the two-phase computation is doubled (with

respect to the number of processor used in the single phase run) to decrease the

running time. The load is distributed among 416 processors and 4 processes are

used for the overset solver though 32 processors are requested for the overset

solver to allocate a full computational shared-memory node per overset solver

instance since each of these requires a significant amount of memory. In total, the

computation uses 448 processors and is run on a Cray XE6 supercomputer.

The computation takes a total of 72 seconds per time step. Of these, 29.5 seconds

are spent by the multiphase solver (i.e. 41.0% of the total time). In the multiphase

solver, 18.3% of this time is spent by the momentum solver, 48.5% by the number

density transport solver, and 30.9% by the intergroup transfer solver.

Due to the fact that the propeller rotates during the computation, and then the

geometry changes with time, instantaneous results are presented instead of mean

quantities as done with the case with a body force model. An additional difference

with the case using a body force model is that the rectified diffusion model is
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activated only in regions with a second invariant of the rate of strain tensor greater

than a certain threshold. Then, the rectified diffusion model is activated inside

the propeller disk only if Q > 4000. This restriction is used to replicate the results

from the simulations performed by Raju et al. (2009) that show that the bubbles

grown by rectified diffusion at the propeller tips are trapped by the tip vortices.

The threshold used is arbitrarily set for the purpose of demonstration.

Figure 6.38: Free surface colored with instantaneous void fraction on starboard and
with surface elevation on port.

Figure 6.38 shows the computed free surface colored with void fraction on the

starboard side and with elevation on the port side. Contour levels for elevation are

made to saturate to highlight the incoming waves. The void fraction levels shown

in this figure are as high as 20% but, as with the case with the body force model, the

void fraction can be as high as 30% or more in some regions of the domain during

some transients. This illustrates once again the robustness of the code in this more
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complex computation. The shoulder waves at the stern exhibit short scale ripples

not observed in the case with the body force model. These short length ripples have

a time scale that is not resolved in the computations of Athena with no discretized

propeller due to the larger time step used.

Slices colored with void fraction are shown in Fig. 6.39 and show the evolution

of the bubbly wake around and behind the ship. The predicted void fraction

Figure 6.39: Slices and hull colored with instantaneous void fraction.

levels on the hull are very similar to the ones predicted for Athena with body

force model. This is expected since the solution remains practically unchanged

near the hull upstream the propellers. As before, the bubbly wake transported

with the boundary layer flow underneath the ship is pulled down by vortices shed

from the shaft and attracted by the propeller suction. As bubbles go through the

propeller they grow in size by rectified diffusion, but in this model they are only

allowed to grow in regions with Q > 4000. There are no corrections accounting for
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the fact that, for this model with discretized propeller, the effective volume where

rectified diffusion is active is smaller than in the case with the body force propeller

model, where the rectified diffusion model is active all inside the propeller disk.

Therefore, the void fraction downstream the propeller is not as high as it is for

Athena with body force model. In other words, the volumetric source for rectified

diffusion remains the same but it is active inside a smaller volume. This effect is not

important for the demonstration purposes of this case, but it should be considered

in the future.

The computations using a discretized propeller provide very detailed flow

structures behind the propeller. These structures are very strong and mix the

bubbly flow very efficiently. Comparing the slices in Fig. 6.15 for Athena with

body force model and in Fig. 6.39 for Athena with discretized propeller, it can

be observed that the wake far behind the ship stays deep at the propeller’s depth

longer in the case with discretized propeller, while in the case with the body force

model the wake is observed to rise up towards the free surface.

In Fig. 6.40 the very strong vortices shed from the tip of the propeller blades

are shown with an iso-surface of Q = 4000 colored with void fraction. The hull is

colored with void fraction as well. The shape of the bubbly wake around the ship

is visualized using a translucent iso-surface of αd = 10−3. The same depleted wake

behind the stabilizers observed for Athena with body force propellers is predicted

for this case as well. The contours on the hull and the iso-surface of void fraction

exhibit a wavy pattern along the hull which is induced by the periodic entrainment

of bubbles driven by the incoming waves. Figure 6.40 shows vortices shed from

the base of the struts which carry void fraction with them. In addition, the strong

horse shoe vortices at the base of the rudders attract a large amount of bubbles as

well and the iso-surface of void fraction wraps around them.

Figure 6.41 shows the void fraction and depth as a function of time at (x; y; z) =
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Figure 6.40: Iso-surface of αd = 10−3 and iso-surface of Q = 4000 and hull both
colored with void fraction.

(a) Void fraction. (b) Surface elevation

Figure 6.41: Void fraction and surface elevation at the bow monitor.

(0.284; 0.0779; −0.004), the bow experimental location shown in Fig. 6.13, for

one wave encounter period. Due to the continuous arrival of waves, the wave

breaking at the bow is unsteady with the period of arrival, or encounter period.
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This unsteady breaking at the bow drives the periodic entrainment of bubbles

which are transported downstream and cause the void fraction peak in Fig. 6.41.

Depth at this location changes periodically as expected due to the incoming waves.

Figure 6.42: Monitors upstream and downstream the propeller used to analyze
the solution. In addition, the iso-surface of αd = 10−3 and hull colored with void
fraction are shown.

To illustrate the effect of the rectified diffusion model on the results, the solution

is analyzed on two monitor points located upstream and downstream the propeller.

These locations are upstream at (x; y; z) = (0.939; 0.0368; −0.0265) and downstream

at (x; y; z) = (0.965; 0.0368; −0.0265), both shown in Fig. 6.42.

The void fraction as a function of time for one encounter period is shown in Fig.

6.43 for the location upstream the propeller and in Fig. 6.44 for the downstream

location. Upstream the propeller, the void fraction exhibits fluctuations which

are mainly induced by the continuous vortex shedding coming from the shaft.
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Figure 6.43: Void fraction at location upstream the propeller.

(a) Time evolution during one wave length
period.

(b) Smaller time window where the period of
one blade passage can be appreciated.

Figure 6.44: Void fraction at the location downstream the propeller.

Downstream the propeller, as shown in Fig. 6.44a, the void fraction shows high

frequency fluctuations that if analyzed in the shorter time window in Fig. 6.44b are

found to have the period of one blade passage. In addition, these figures show the

significant increase in void fraction due to the growth of the bubbles at expense of

the air dissolved in the water.
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CHAPTER 7
SUMMARY, CONCLUSIONS AND FUTURE WORK

In this thesis a mathematical model for the modeling of polydisperse bubbly

flows with a focus on ship hydrodynamics is implemented in CFDShip-Iowa V4.5.

The model is based on a two-fluid formulation coupled with a Boltzmann transport

equation describing the polydispersed bubbly phase. The numerical implemen-

tation of the model used in this work is two-way coupled, i.e. the bubbly phase

solution depends on the surrounding continuous phase and, conversely, it modifies

the continuous phase solution as well1. The mathematical model and numerical

methods are reviewed and analyzed in depth. This Ph.D. thesis contributes with

the development of novel numerical methods for the accurate, robust and efficient

numerical solution of the governing equations. The implemented model is applied

to the computation of the polydispersed bubbly flow around a real full scale ship

using the latest available models and computational techniques. In addition, this

thesis contributes with the identification of modeling and numerical implementa-

tion issues that can be improved and need further study.

7.1 Main Conclusions

The main conclusions of this research are:

Physical models:

• The model of Luo and Svendsen (1996a) underpredicts the breakup rate and

some physical inconsistencies are observed in the modeled daughter bubble

size distribution.

• The Lehr et al. (2002) model predicts a maximum stable bubble diameter

which is in agreement with the well accepted Hinze’s correlation. The Luo

1Many implementations found in the literature use a one-way coupling approximation, i.e. the
dispersed bubbly phase does not have any affect on the surrounding fluid. Therefore, the continuous
phase is decoupled from the dispersed phase and can be computed separately.
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and Svendsen (1996a) model does not agree well with Hinze’s correlation.

• A model to estimate shear induced by turbulence is proposed in Section 3.3.2.

This is used in the estimation of breakup by shear.

• Breakup by shear in Athena’s boundary layer is studied in Section 6.4. The

model predicts almost no breakup by shear. However, this phenomenon is

expected to be important in the generation of small bubbles observed at the

wake of a ship and therefore further research on this topic is needed.

• Section 3.5 attempts to provide a model to correct for the presence of dissolved

salt in ocean water. However, ocean water contains many other impurities

and the proposed model may be an oversimplification. More experimental

work on this topic is indispensable for the development of new models.

Numerical methods:

• The fixed pivot method of Kumar and Ramkrishna (1996) is analyzed in

detail in Chapter 2 and appropriate boundary conditions are developed which

ensure conservation of mass of the dispersed phase.

• The novel two-phase projection method developed for this thesis in Section

4.4 implicitly solves the coupling between pressure and void fraction that

otherwise would lead to the divergence of the solution.

• The time splitting procedure presented in Section 4.2 allows to accurately and

efficiently integrate the Boltzmann equations in both space and bubble sizes.

The problems presented in this work would have been impossible to solve

without this method.

• TVD convection schemes minimize wiggles in the solution of the number

density transport that could lead to unphysical negative results.
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• Disperesed phase velocity may decouple from number density when disper-

sive forces are included in the model. Section 4.8 presents a numerical method

that successfully solves this problem.

Bubbly flow around Athena:

• Model implementation and performance is assessed with the simulation of

a real full scale ship. The model includes fully appended geometry, rotating

propellers (and therefore moving meshes are used), incoming waves, full

polydispersed model, oceanic background and rectified diffusion. Many of

these features are unique to this computation making it the first of its kind.

• Main entrainment locations are predicted at the bow and masker breaking

waves, at the highly aerated stern flow and at the stern shoulder waves.

• When calibrating the entrainment model to match with experiments the void

fraction profile with depth at the stern, the void fraction at the bow is under-

predicted by at least two orders of magnitude. This problem illustrates the

need for more accurate models of air entrainment.

• A finger of bubbles in the wake behind Athena is predicted. These bubbles

are entrained upstream and pulled down the hull from the surface and further

transported downstream. Vortex shedding from the propellers’ shafts pulls

them down even deeper where the suction flow of the propellers traps and

accelerates them into the wake of the ship.

• The void fraction around the hull increases significantly when the breakup

model is enabled. This is caused by the breakup of large entrained bubbles

that otherwise would escape faster given their higher terminal velocity.

• Size distribution measured at the stern by Johansen et al. (2010) exhibits two

main peaks for large bubbles at about 2000µm and for small bubbles at 80µm.
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The model predicts a peak of large bubbles at 1000 µm and a peak of small

bubbles at 200 µm.

• The 1000 µm peak from the model is caused by the breakup of large entrained

bubbles.

• The larger bubbles observed in the experimental results from Johansen et al.

(2010) are mixed deeper underneath the free surface indicating a possible

underprediction of the modeled turbulent mixing near the free surface.

• The 80 µm bubbles observed in the experimental results from Johansen et al.

(2010) appear at depths below the transom bottom suggesting that these

bubbles are transported with flow coming from the boundary layer. Similarly

for the 200 µm bubbles predicted by the model. No solid explanation for the

mismatch of these peaks was found. However, possible causes are discussed.

• The size distribution reported by Terril and Fu (2008) exhibits a peak for

bubble radii of 200 µm in agreement with the simulation results. However,

this peak disappears if suspicious data is removed from their results.

• Analysis of the solution along fluid streamlines underneath the ship reveal

that the predicted 200 µm bubbles by the model are generated by the breakup

of bubbles as they are transported along the hull.

7.2 Limitations of the Model

One of the contributions of this thesis, and not of less importance, is the iden-

tification of issues that need further research. This section is a summary of these

issues and, if possible, proposes possible solution strategies and guidelines that

attempt to provide a path for future research tackling these problems.
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Entrainment model. The simulations performed for Athena in Chapter 6 show

that the calibration of the entrainment strength S0 in Eq. (3.102) with the void

fraction at one location, does not necessarily predict the right void fraction at

another entrainment location. For Athena, the entrainment strength is calibrated

with the experimental data available at the stern but the void fraction at the bow

location is underpredicted by at least two orders of magnitude.

Another drawback of the entrainment model used in this work is that the en-

trainment size distribution must be provided by the user. A fully predictive model

would not only predict the amount of air entrained but also the bubble size distri-

bution.

Breakup in the boundary layer. The current models for breakup and coa-

lescence assume that bubbles are immersed in an homogeneous turbulent field,

or more precisely, that a nearly homogeneous turbulent field across the size of a

bubbles is a reasonably valid assumption. However, as discussed in Section 6.4,

the turbulent flow in the boundary layer is highly inhomogeneous and bubbles in

it are exposed to large variations if velocity and turbulence across their diameter.

The assumption of a nearly homogeneous turbulent field is not longer valid and

the breakup models (as well as the coalescence models) need to be revised.

The study on Athena’s boundary layer presented in Section 6.4 reveals that

breakup by shear (either resolved or modeled shear as presented in Section 3.3.2)

is not strong enough to induce the breakup of bubbles in the boundary layer. This

result is surprising since breakup in the boundary layer is expected be one of the

main contributors to the population of small bubbles observed at the wake of a

ship. However, breakup by turbulence and by shear are considered separately

while in a turbulent boundary layer these contributions act simultaneously. The

non-linear interaction between these effects has not been studied in the literature
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and further research on the topic is needed. Section 6.4.3 presents a more in-depth

discussion about this problem.

Another issue found in the boundary layer is that, close to a wall, turbulence

length scales can be smaller than the size of the bubbles themselves. It is typically

assumed in the available breakup models that the breakup of bubbles immersed

in a turbulent field is caused by the interaction with turbulent eddies with sizes

ranging from the Kolmogorov length scale2 to the size of the bubble. This assump-

tion is not longer valid if the turbulent length scales are smaller than the bubble

diameter and therefore it needs to be revised.

Near wall integration. This problem is intimately related with the problem of

breakup and coalescence modeling in the boundary layer. As explained in Section

4.6.1, the dispersed phase equations are averaged out in the direction normal to

the wall within the first cells discretizing the boundary layer. This integration near

the wall is performed by merging cells in the direction normal to the wall such

that the resulting cell size is in the order of the maximum bubble size in the model.

Such merging prevents from an excessive and uncontrolled accumulation of void

fraction in the first cells of the boundary layer. However, this integration averages

out the rapidly changing velocity and turbulence profiles along the boundary layer.

New models for breakup and coalescence in the boundary layer that account for

this averaging are needed. These models most likely will resemble a wall function

like model.

Coalescence in sea water. The coalescence of bubbles in sea water is a very

important phenomena to be included in models for polydispersed bubbly flows

but it is, however, an almost uninvestigated subject. The model proposed in Sec-

2Actually, the smallest eddy size containing enough energy to break a bubble of a given size is
given by the so called capillary condition (Lehr et al., 2002)
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tion 3.5 provides some fundamental ideas on the subject but clearly more work is

needed, both theoretical and experimental. This model is based on observations

made on coalescence in electrolytes. However, modeling sea water as a simple

electrolyte solution may be a crude approximation due to the fact that sea water

contains, in addition to dissolved salt, dirt, suspended particles and even living

microorganisms.

Dissolution in sea water. Dissolved salt and impurities in the water may af-

fect the rate at which the air inside a bubble dissolves in the surrounding water.

These impurities may stick to the bubble’s surface forming a hard shell that effec-

tively blocks the passage of gas from inside the bubble into the water outside it.

In addition, the model presented in this thesis assumes that the concentration of

air dissolved in the water is that of equilibrium at the atmospheric pressure. A

further improvement to this model would be to include a transport equation for

the concentration of dissolved gas.

Bubble growth by rectified diffusion. Numerical simulations by Hsiao and

Chahine (2005); Raju et al. (2009) show that the bubble size distribution can signifi-

cantly change as bubbles go across a propeller. This change in the size distribution

is attributed to the phenomenon of rectified diffusion. It is of interest then to in-

clude this effect in the Eulerian framework presented in this thesis. Section 3.10

proposes a model for rectified diffusion suitable for an Eulerian framework that

uses transfer functions. These transfer functions, however, need to be provided for

the particular geometry and conditions of the propeller. The simulations presented

in this thesis use the data provided by Raju et al. (2009) for the DTMB propeller

P5168 as a demonstration only but tables for Athena’s propeller must be generated

for different loading conditions to perform consistent computations.
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Oceanic background. The oceanic background model introduced in Section 3.9

is based on the experimental data taken by Melville et al. (1995). However, void

fraction and bubble size distribution profiles with depth depend on the sea state

and the data provided by Melville et al. (1995) covers only one case. It would be

desirable then to have, either a theoretical model that predicts void fraction and

size distribution with depth or, a comprehensive data set for different sea state

conditions, or a combination of both.

7.3 Future Work

Future work that would help to extend the two-phase capability implemented

in CFDShip-Iowa V4.5 is directly related with the limitations summarized in the

previous section. This work can be categorized according to the amount of work

and development required.

7.3.1 Short-term improvements

These include the implementation of models already available in the literature

and that can easily be added into the current structure of the code. Examples are:

• Implementation of the correlation by Tomiyama et al. (2002) for the lift coef-

ficient.

• Newer correlations for virtual mass, drag and other coefficients that would

include additional effects such as high void fraction.

• Disperse phase velocity gradients in the collision kernel for coalescence as in

Carrica et al. (1999).
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7.3.2 Medium-term improvements

These include the implementation of models already available in the litera-

ture but require a deeper understanding of the overall structure of the code and

programming skills. These would include:

• Implementation of the two-phase turbulence model proposed by Kataoka

et al. (1993), which claims to model both turbulence generation and suppres-

sion by the presence of the bubbly phase.

• Cavitation modeling. Simple models are available in the literature but their

implementation is challenging since the code needs to handle very large void

fraction levels.

• File handling and post-processing tools. The large amount of output data

generated by a polydispersed bubbly flow simulation requires special tools

for its efficient analysis. This work contributes with a new binary format (raw

format in CFDShip-Iowa V4.5) and an Add-On for Tecplot, Inc. that allows

to easily import the solution for visualization. Additional tools to directly

extract already post-processed size distributions and intergroup budget on

iso-surfaces and at selected monitor locations would greatly accelerate the

post-processing step and enhance the user productivity.

• Algebraic solver for the dispersed phase momentum. The dispersed phase

momentum could be solved algebraically if the virtual mass term is neglected.

An algebraic system of equations does not couple different spatial locations

and therefore converges faster to the solution. It is of interest, however, to

consider the virtual mass term but still solve an easier algebraic equation

for every point. This could be achieved, for instance, with an quasi-algebraic

solver that could use a previous solution to compute the virtual mass term.
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7.3.3 Long-term improvements

Improvements to the code in the long term would include the implementation

of models that currently are in an early stage of development and therefore require

an important amount of additional work before their implementation in the code.

Additional work could, and should include, not only theoretical and computational

developments but also full experimental campaigns as in both laboratory and full

scale environments.

Enhancement and development of numerical algorithms would most likely fall

in this category as well.

A list of long-term plans include:

• Development of new entrainment models. The modeling of air entrainment

is a very challenging problem by itself and it deserves especial attention.

The development of new entrainment models must combine theoretical and

experimental studies. The ideal entrainment model would predict not only

air entrainment rates but also size distribution of the entrained bubbles and

penetration depth based on the local resolved velocities and turbulence levels.

The model should be as much grid independent as possible.

• Modeling of turbulence near the free surface. Most CFD codes do not mod-

ify the turbulence models near the free surface. CFDShip-Iowa V4.5 uses

a zero gradient boundary condition at the free surface but the equations of

turbulence do not include any modification to account for the free surface.

Turbulence modeling and air entrainment are two phenomena treated inde-

pendently of each other in the past. New approaches should consider the

study of these two phenomena simultaneously since turbulence fluctuations

drive entrainment and the entrained two-phase mixture modifies the turbu-

lent field.
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• Rectified diffusion. Bubbles growing by rectified diffusion undergo high

frequency oscillations impossible to resolve with the time steps used in CFD

simulations and therefore the phenomena requires modeling. The model pre-

sented in Section 3.10 is one possible solution to the problem but it requires

the preparation of transfer function specific for a given propeller and loading

conditions. A more general approach could use the information from a sim-

ulation with discretized propeller to solve a mean Rayleigh-Plesset equation

or similar to predict a mean rectified diffusion rate. The derivation of such

an equation is non-trivial and would require the closing of some of the terms

in the original Rayleigh-Plesset equation.

• Breakup (coalescence) in the boundary layer. The large gradients present

in the boundary layer and the scales involved require the revision of the

models used for breakup and coalescence (these problems are discussed in

detail in Section 6.4.3). In addition, the wall integration introduced in Section

4.6.1 averages out these gradients in a thin layer close to a wall. Therefore,

new breakup (and coalescence) models that provide a mean rate of breakup

(coalescence) in this layer and that consider the large gradients involved

need to be developed. In addition, these models must be able to include the

combined effect of breakup induced by shear and turbulence. This coupling

has not been studied in the past and it is of interest since it has the potential

for the generation of the small bubbles observed in the wake of a ship.

• Coalescence in sea water. It is well known in the literature that coalescence in

sea water is strongly inhibited by the dissolved salt contained in it. However,

quantitative studies are scarce and no reliable models are available. This

subject needs to be studied with experiments performed in real sea water

since the impurities and microorganisms contained in it may also affect the
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coalescence rates. Reliable metrics to characterize the chemistry of the water

should be developed to propose models accounting for water with different

chemical characteristics.

• Numerical dissipation in DES models. Simulations performed with CFDShip-

Iowa V4.5 revealed a large underprediction of turbulence dissipation when

using a DES model of turbulence. Additional work on homogeneous and

isotropic turbulence in a box revealed a large numerical dissipation of me-

chanical energy as the cause of this problem. Further work is needed to arrive

to a practical solution of the problem.

• Improvement of the transport solver efficiency. The transport solver for the

group-g number densities is currently the most time consuming stage of the

two-phase code. However, most of the bubbly flow around a ship is confined

in the very near field and a numerical method that takes advantage of this

to reduce computational work in zones with low void fraction levels could

eventually be developed.

• Transport equation for the concentration of dissolved gas in water. The bubble

dissolution model from Section 3.4 uses an homogeneous concentration of

dissolved gas in water which is assumed to be that of equilibrium at the

atmospheric pressure. This assumption is only valid at low void fraction

levels and for low gas dissolution rates. Spatial and temporal variations on

the concentration of dissolved gas can be considered by solving an additional

transport equation for this quantity. This approach is used in Politano et al.

(2009) for the modeling of TDG.

• Salt concentration, temperature and stratification. Water stratification con-

sists in the formation of layers of water with different densities. These layers

are normally arranged with the least dense layer sitting above the denser
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ones. Density variations may be caused, for instance, by variations in salinity

or in temperature. The effect of stratification is of interest in the prediction of

the bubbly wake shape and size distribution behind a ship. Local salt con-

centration affects coalescence rates (assuming a reliable correction with salt

concentration is available) and variations in both salinity and temperature

change water density. Therefore, transport equations for both salinity and

temperature would allow to account for these effects and stratification due to

variations in water density.

In addition to code development and improvement, future work is also required

in the following areas:

• Convergence study with grid resolution, especially to asses entrainment mod-

eling dependence with grid resolution.

• Convergence study on the number of groups used to discretize the bubble

size distribution.

• Assessment of two-phase turbulence models for bubbly flows. RANS and

DES models, turbulence generation and suppression. Two-phase models

should consider the relative magnitude of bubble sizes compared against

eddy sizes as in the work by Kataoka et al. (1993).
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APPENDIX A
MASS AND NUMBER CONSERVATION

A.1 Properties of the Breakup and Coalescence
Kernels

Some of the properties that the intergroup transfer kernels must satisfy are

physical requirements. For instance, the coalescence kernel must be symmetric i.e.

Q(m,m′) = Q(m′,m) since the probability of having coalescence between a bubble

of size m with another of size m′ is clearly the same as the probability of coalescence

between a bubble of size m′ with another of size m. Now, is this also a requirement

of the evolution equations for f (m)? is this the only requirement? What about the

breakup kernel?

In this section it will be shown that the following properties are required in

order to satisfy mass conservation and bubble balance

∫ m′

0
dm h(m,m′) = n (A.1)∫ m′

0
dm m h(m,m′) = m′ (A.2)

Q(m,m′) = Q(m′,m) (A.3)

where n is the number of daughter bubble generated in one breakup event. Note

also that Eq. (A.1) allows more than two daughter bubble per breakup event as

long as the resulting size distribution is always the same on every single breakup

event. Note also that the daughter bubble size distribution does not need to be

symmetric i.e. h(m,m′) = h(m′ − m,m′) is not a required property either for mass

or number conservation. As an example of this the daughter size distribution

describing the breakup of a bubble in n equalsized fragments is analyzed in what

follows. However, the symmetry of the daughter size distribution is a physical

requirement that binary breakups must satisfy since the mass of the original bubble
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is the combined mass of the two daughter bubble.

A.2 Proof of Mass Conservation

If only intergroup transfer due to breakup and coalescence is considered in Eq.

(2.8) the number density equation reduces to

∂ f (m)
∂t

= β+(m) − β−(m) + χ+(m) − χ−(m) (A.4)

with breakup sources computed according to Eqs. (2.10)-(2.11) and coalescence

sources computed as in Eqs. (2.14)-(2.15)

β+(m) =

∫
∞

m
dm′ h(m,m′)b(m′) f (m′) (A.5)

β−(m) = b(m) f (m) (A.6)

χ+(m) =
1
2

∫ m

0
dm′ Q(m −m′,m′) f (m −m′) f (m′) (A.7)

χ−(m) = f (m)
∫
∞

0
dm′ Q(m,m′) f (m′) (A.8)

The mass of gas per unit volume, also called bubble mass density, is computed as

εm =

∫
∞

0
dm m f (m) (A.9)

Since no convection or external sources are present in Eq. (A.4) the bubble mass

density should be conserved. This will be shown to be a property naturally derived

from Eq. (A.4). When deriving the discrete version of this equation it will be

desirable to retain this property and hence this derivation will provide to be an

useful exercise.

The conservation of mass equation can be obtained by multiplying Eq. (A.4) by



270

m and then integrating over all sizes

dεm

dt
=

d
dt

∫
∞

0
dm m f (m) =

∫
∞

0
dm m

∂ f (m)
∂t

=∫
∞

0
dm m β+(m) −

∫
∞

0
dm m β−(m) +

∫
∞

0
dm mχ+(m) −

∫
∞

0
dm mχ−(m)

(A.10)

In what follows it will be shown that for both, breakup and coalescence, births and

deaths cancel out exactly.

A.2.1 Breakup

The generation of bubbles by births in Eq. (A.10) can manipulated by changing

the order of integration

∫
∞

0
dm m β+(m) =

∫
∞

0
dm m

∫
∞

m
dm′ h(m,m′)b(m′) f (m′) =∫

∞

0
dm′

∫ m′

0
dm m h(m,m′)b(m′) f (m′) =∫

∞

0
dm′ b(m′) f (m′)

∫ m′

0
dm m h(m,m′) (A.11)

The inner integral over the daughter size distribution can be computed by consid-

ering two general cases.

Binary breakup

For binary breakup the daughter size distribution satisfies

∫ m′

0
dm h(m,m′) = 2 (A.12)

h(m,m′) = h(m′ −m,m′) (A.13)
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and with these two properties it can easily be verified that

∫ m′

0
dm m h(m,m′) = m′ (A.14)

Breakup in n equal sized bubbles

In this case the daughter size distribution can be written as

h(m,m′) = nδ
(
m −

m′

n

)
(A.15)

Then it follows that

∫ m′

0
dm h(m,m′) = n (A.16)∫ m′

0
dm m h(m,m′) = m′ (A.17)

In either case the general properties to be satisfied by the daughter size dis-

tribution are that its zero-th order moment should equal the number of bubbles

generated per breakup, as in Eqs. (A.12) and (A.16), and that its first order moment

must equal the mass of the source bubble, as in Eqs. (A.13) and (A.17).

With this Eq. (A.11) is reduced to

∫
∞

0
dm m β+(m) =

∫
∞

0
dm′ b(m′) f (m′)m′ (A.18)

which exactly cancels out the breakup deaths.

Remark Note that the daughter size distribution does not need to be symmetrical

when more than one bubble are generated per breakup.
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A.2.2 Coalescence

The coalescence births term in Eq. (A.10) can be manipulated by first changing

the order of integration

∫
∞

0
dm mχ+(m) =

1
2

∫
∞

0
dm m

∫ m

0
dm′ Q(m −m′,m′) f (m −m′) f (m′)

=
1
2

∫
∞

0
dm′

∫
∞

m′
dm m Q(m −m′,m′) f (m −m′) f (m′) (A.19)

then the change of variables m′′ = m −m′ is made for the inner integral

∫
∞

0
dm mχ+(m) =

1
2

∫
∞

0
dm′

∫
∞

m′
dm m Q(m −m′,m′) f (m −m′) f (m′)

=
1
2

∫
∞

0
dm′

∫
∞

0
dm′′ (m′′ + m′) Q(m′′,m′) f (m′′) f (m′)

=

∫
∞

0
dm′

∫
∞

0
dm′′m′Q(m′′,m′) f (m′′) f (m′) (A.20)

the last identity is obtained by distributing the addition in parenthesis and by

noticing that the integration over these two integrands is the same due to the

symmetry of the kernel Q(m,m′).

This last term exactly cancels out the coalescence deaths.

A.3 Total Number of Bubbles Balance

The total number of bubbles per unit volume is computed as

N =

∫
∞

0
dm f (m) (A.21)

It is not possible to show that the total number of bubbles is conserved as it was

done with the total mass. Consider coalescence, every time two bubbles coalesce,

only one bubble is left. Hence, one bubble is lost per coalescence event. Similarly,

if n bubbles are generated on a breakup event and considering that the original
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bubble is lost, n − 1 bubbles are generated per breakup event. This result can be

derived from Eq. (A.4) in a similar way as mass conservation was derived.

The number of bubbles total balance is obtained by integrating Eq. (A.4) over

all bubble sizes

dN
dt

=
d
dt

∫
∞

0
dm f (m) =

∫
∞

0
dm

∂ f (m)
∂t

=∫
∞

0
dm β+(m) −

∫
∞

0
dm β−(m) +

∫
∞

0
dmχ+(m) −

∫
∞

0
dmχ−(m) (A.22)

as with mass conservation the birth terms will be manipulated in order to resemble

the death terms.

A.3.1 Breakup

As with births in the mass balance equation births in the number of bubbles

balance is manipulated by changing the order of integration

∫
∞

0
dm β+(m) =

∫
∞

0
dm

∫
∞

m
dm′ h(m,m′)b(m′) f (m′)

=

∫
∞

0
dm′

∫ m′

0
dm h(m,m′)b(m′) f (m′)

=

∫
∞

0
dm′ b(m′) f (m′)

∫ m′

0
dm h(m,m′)︸              ︷︷              ︸

n

= n
∫
∞

0
dm′ b(m′) f (m′) (A.23)

the last integral in Eq. (A.23) exactly equals the total deaths rate. Hence

∫
∞

0
dm β+(m) −

∫
∞

0
dm β−(m) = (n − 1)

∫
∞

0
dm′ b(m′) f (m′) (A.24)

and a total of n − 1 bubbles are gained per breakup event.
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A.3.2 Coalescence

As with the birth term in the mass equation the birth term in the number of

bubbles balance is manipulated by first changing the order of integration

∫
∞

0
dmχ+(m) =

1
2

∫
∞

0
dm

∫ m

0
dm′ Q(m −m′,m′) f (m −m′) f (m′)

=
1
2

∫
∞

0
dm′

∫
∞

m′
dm Q(m −m′,m′) f (m −m′) f (m′) (A.25)

and then the change of variables m′′ = m −m′ is performed

∫
∞

0
dmχ+(m) =

1
2

∫
∞

0
dm′

∫
∞

0
dm′′Q(m′′,m′) f (m′′) f (m′) (A.26)

this is exactly half of the total deaths by coalescence. Then

∫
∞

0
dmχ+(m) −

∫
∞

0
dmχ−(m) = −

1
2

∫
∞

0
dm

∫
∞

0
dm′Q(m,m′) f (m) f (m′) (A.27)

note that since the kernel Q(m,m′) is symmetric the above integral is counting the

number of coalescence events twice and it can be written as

∫
∞

0
dmχ+(m) −

∫
∞

0
dmχ−(m) = −

∫
∞

0
dm

∫ m

0
dm′Q(m,m′) f (m) f (m′) (A.28)

Hence, one bubble is lost per coalescence event, as expected.
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APPENDIX B
TURBULENT DISPERSION

A popular approach used by the two-phase community to model the dispersion

of the bubbly field by turbulent fluctuations is to use an extra interfacial momentum

term MTD
g in Eq. (3.20). The model proposed by Carrica et al. (1998) for the

interfacial force MTD
g is well accepted since in the limit for small bubble sizes

it predicts that bubbles behave as fluid tracers, as physically expected (see the

discussion in Section 3.1.4 on turbulent dispersion). In this model the interfacial

force is modeled as

MTD
g = −ρcαg

3
8

CD‖ur,g‖

Rg

νt

Scb

∇Ng

Ng
(3.32)

As discussed in Section 4.8, this kind of force proportional to the gradient of the

number density generates numerical instabilities that may lead to the divergence

of the solution. A numerical algorithm that solves this problem is presented in

Section 4.8. With this numerical problem solved, the model given by Eq. (3.32)

is used and it is observed that, in regions with strong turbulence fluctuations like

in a boundary layer or the wake behind a ship the solution is discontinuous. It

is important to remark that this problem is not caused by the decoupling of the

dispersed phase velocity and number density as discussed in Section 4.8, but it is

a new problem caused by the physical model.

The problem is found to be the existence of multiple solutions for the gas mo-

mentum equations when the model in Eq. (3.32) is used. The rest of this appendix

discusses the problem in detail.
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B.1 Simple cases with analytical solution

Taking into account only the buoyancy, drag and turbulent dispersion forces,

the gas momentum equation in Eq. (3.136) reduces to

ĈD ‖ur‖ur = −

(
1 − ρd/ρc

)
Fr2 k̂ − ĈD‖ur‖

νt

Scb

∇N
N

(B.1)

with, ĈD =
3
8

CD(Re)
R

where the group-g subscripts are omitted since only one bubble size is considered.

This equation is non-dimensionalized using a characteristic velocity U0 and a

characteristic length L0. For the problem of bubbles rising in a fluid, the character-

istic velocity used is the terminal velocity of the bubbles vt and the characteristic

length the bubble diameter D. Then, the Reynolds number is Ret = vt D/ν and the

Froude number is Fr = vt/
√

g D = Ret ν/
√

g D3 . This selection of characteristic

scales leads to

Re = Ret‖ur‖

ñ =
1
vt

νt

Scb

∇N
N

ĈD =
3
4

CD

where the dimensionless turbulence induced velocity ñ is defined and the last

relation comes from the fact that with this non-dimensionalization R = 1/2. Multi-

plying Eq. (B.1) by Ret and considering the z direction only it simplifies to

ĈD Re u = (1 − ρd/ρc)
Ret

Fr2 − ĈD Re ñ (B.2)

where the Reynolds number Re is defined with the actual bubble velocity u.

In Section 3.1.4 the drag coefficient is modeled as (ignoring the Eötvös number
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dependence)

CD(Re) =
24
Re

(1 + 0.168Re0.75) (B.3)

Unfortunately, with this model, the above equation can only be solved numer-

ically. To help understand how this equation behaves, different simplifications for

the drag coefficient are used. These are summarized below

• Constant CD(Re) = CD.

• Stokes’ drag. CD(Re) =
24
Re

.

• Oseen’s drag. CD(Re) =
24
Re

(1 +
3

16
Re).

The solution to Eq. (B.2) using these models are

Constant CD

u =


−

ñ
2

+

√
ñ2

4
+ 1 if u > 0

−
ñ
2
±

√
ñ2

4
− 1 if u < 0

(B.4)

Stokes’ CD

u = 1 − ñ (B.5)

Oseen’s CD

u =


−(18 + Bñ) +

√
(18 + Bñ)2 + 4B(A − 18ñ)

2B
if u > 0

−(Bñ − 18) ±
√

(Bñ − 18)2 − 4B(A − 18ñ)
2B

if u < 0

(B.6)

A = 18 +
27
8

Ret

B =
27
8

Ret

The solution obtained using Oseen’s drag coefficient is the only one that exhibits

a dependence with the Reynolds number. The Stokes and constant CD solutions
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are the limiting cases for Ret → 0 and Ret → ∞ respectively. These two are shown

in Figure B.2 together with Oseen’s case.

The most important and alarming feature of these solutions is that they show

that, eventually, there could coexist more than one possible solution to the same

problem. This is shown to happen for Ret ? 4.0.

The solution obtained with the Stoke’s drag coefficient can be recast to have

units as

ur = ut − ĈD‖ut‖
νt

Scb
∇N
N

(B.7)

showing that in the limiting case for which Ret goes to zero, the terminal and

turbulence induced velocity can in fact be linearly added.

These solutions also show that in the limiting case for which ñ → ±∞ (zero

gravity or large turbulent fluctuations for instance), the motion of the gas phase is

fully diffusive, u = −ñ.

Figure B.1 shows the numerical solution obtained using the drag coefficient in

Eq. (B.3). This is shown to be in good agreement the predicted behavior by the

analytical solutions.

Figure B.1: Numerical solution using the drag coefficient in Eq. (B.3)
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Figure B.2: Analytical cases. The solution obtained with Oseen’s model is the only
one dependent on the Reynolds number. The Stokes and Constant CD solutions are
limiting cases to Oseen’s solution.
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