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CHAPTER 1: GRADIENCY IN SPEECH PERCEPTION 

1.1 Phoneme categorization gradiency 

When comprehending spoken language, auditory input varies along multiple 

acoustic dimensions (e.g. formant frequencies) that are continuous and highly variable. 

Listeners process this signal to extract linguistically relevant information like phonemes 

and features, which they use to recognize words. This process represents a transformation 

from continuous input that is both ambiguous and redundant, into relatively discrete 

categories, such as features, phonemes, and words.  

During this process, listeners are faced with a critical problem: the same cue1 

values (e.g. the same formant frequencies) do not always map onto the same phonemic 

category. That is, stimuli with the same acoustic cue values may correspond to different 

phonemic categories depending on the context (e.g., speech rate or talker’s gender). For 

example, a stimulus with a voice onset time (VOT) of 20 ms could be a /b/ in slow 

speech or a /p/ in fast speech. In fact, despite over 40 years of research, phoneticians and 

speech scientists have identified few (if any) acoustic cues that unambiguously identify a 

phoneme across different contexts (e.g., McMurray & Jongman, 2015; Ohala, 1996).  

Traditional approaches have suggested that this problem of lack of invariance is 

solved via the use of specialized mechanisms that discard irrelevant (i.e. within-category) 

information, leading to the perception of distinct phonemic categories (Liberman & 

Whalen, 2000; Liberman, Harris, Hoffman, & Griffith, 1957). In contrast to this 

                                                 
1 Even though we use the term “cue” here, we do not make a strong theoretical commitment as to the kind 
of auditory information this term entails. 
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hypothesis, recent studies have shown that the modal2 listener maintains fine-grained 

information that is seemingly irrelevant for discriminating between phonemic categories 

(i.e. within-category information; Massaro & Cohen, 1983a; McMurray, Tanenhaus, & 

Aslin, 2002; Toscano, McMurray, Dennhardt, & Luck, 2010).  

Despite the robust evidence that gradiency in phoneme categorization is a 

fundamental aspect of speech perception, we do not fully understand the mechanisms that 

subserve it, and we do not have a clear view of the functional role of maintaining within-

category information. For example, while there are theoretical reasons why a gradient 

representation may be useful (Clayards, Tanenhaus, Aslin, & Jacobs, 2008; Kleinschmidt 

& Jaeger, 2015; McMurray & Farris-Trimble, 2012; Oden & Massaro, 1978), there is 

little empirical data that speaks to the issue of why listeners would want to maintain such 

detail (though see McMurray, Tanenhaus, & Aslin, 2009) and what they might do with it. 

In order to address these issues, we need to achieve a better understanding of the nature 

of phoneme categorization gradiency on a mechanistic level.  

Here we address these issues within an individual differences approach. We next 

describe the basic problem (lack of invariance) that first sparked the question of whether 

phoneme categorization is gradient or categorical, then we review the literature for and 

against the contrasting views, and describe findings showing evidence for substantial 

differences between typical and atypical populations, as well as some preliminary results 

showing individual differences within typical populations. At the end of this chapter, we 

present the goals of the present work and the specific issues addressed by each 

experiment.  

                                                 
2 By “modal listener” we refer to the most common pattern of behavior among typical listeners. 
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1.2 The problem of lack of invariance 

During speech perception, listeners use whatever acoustic information is available 

at each point in time to recognize the words produced by a talker (McMurray & Jongman, 

2011; McMurray, Clayards, Tanenhaus, & Aslin, 2008; Warren & Marslen-Wilson, 

1987). This information can be commonly described (at least in part) in terms of classic 

acoustic/phonetic cues. For example, voice onset time (VOT) is the time between the 

onset of the release burst and the onset of vocal-cord vibration and it is the primary cue 

for distinguishing between voiced and unvoiced stop consonants (e.g. labial stops with 

VOTs below 20 ms are typical of a /b/ sound, while those with VOTs over 20 ms are 

more frequently perceived as a /p/). Critically, while the underlying acoustic cues are 

continuous, our conscious percept, as well as linguistic analyses of language, seem to 

reflect more or less discrete categories (/b/ and /p/).  

Mapping continuous cues into discrete categories is quite complex. This is mainly 

because the same set of cue values can map onto different phoneme categories, 

depending on multiple factors, such as the talker’s gender (Hillenbrand, Getty, Wheeler, 

& Clark, 1995), the neighboring speech sounds (Hillenbrand, Clark, & Nearey, 2001), 

and speaking rate (Miller, Green, & Reeves, 1986). For example, a fricative with 4,000 

Hz peak frequency could be an /s/ spoken by a woman or an /ʃ/ spoken by a man. This is 

the problem of lack of invariance; phoneme categories do not have invariant acoustic 

attributes, and a single acoustic attribute cannot reliably be mapped to a single speech 

sound. 
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1.8 Remaining questions and present study 

The literature review reveals limitations in our understanding of speech 

perception. Despite the evidence that typical listeners maintain within-category 

information, there are several still unresolved questions: 

 

• What are the perceptual bases and cognitive mechanisms that underlie phoneme 

categorization gradiency? 

• How is categorization gradiency linked to other aspects of speech perception (e.g. 

multiple cue integration)? 

• Can a gradient approach in phoneme categorization be beneficial or detrimental 

for speech perception in different situations? 

• Is speech gradiency a stable characteristic of listeners’ perceptual systems, and to 

what degree can it be modified via experience? 

 

The present study sought to address these questions within an individual 

differences approach. Crucially, we set out to get at these issues in a comprehensive way 

by: (1) developing and testing a theoretically-grounded measure of phoneme 

categorization gradiency, (2) exploring a wide variety of processes (both within and 

outside the language system) that may be linked to gradiency, (3) assessing the impact of 

gradiency on spoken language comprehension, and (4) examining whether the way in 

which a listener categorizes speech sounds can be adjusted via experience. 

In Chapter 2, we describe our methods and present a novel VAS-based paradigm 

for measuring phoneme categorization gradiency. In contrast to previously used VAS 
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paradigms, we complemented the typical behavioral measure with a statistical approach 

that was specifically designed to dissociate between gradiency and multiple cue use. This 

allowed us for the first time to extract an assessment of phoneme categorization 

gradiency independently of multiple cue integration. In addition, we report results from 

Monte Carlo simulations that display the ability of our measure to accurately reflect the 

underlying structure of the data and, thus, speak to its content validity.  

In Chapter 3, we report a few preliminary findings using this new approach, while 

replicating the individual differences in the use of the VAS task reported by Kong and 

Edwards (submitted). In addition, we assess the role of stimuli characteristic and evaluate 

the degree to which the VAS task is sensitive to them, in comparison to a more traditional 

speech perception measure like the 2AFC task. 

Next, we move on to explore how gradiency is linked to other aspects of speech 

perception like internal noise and multiple cue integration, using a variety of different 

speech cue combinations, in Chapters 4 through 6. 

To investigate possible sources of gradiency, we assess the role of broader 

cognitive processes like different aspects of executive function (see Chapters 4 and 5), as 

well as various aspects of language processing, such as inter-lexical inhibition (see 

Chapter 5). Crucially, we also examine the possibility that individual differences in 

gradiency are due to differences in the early perceptual encoding of acoustic cues (see 

Chapter 5).  

In order to explore different ways in which higher or lower levels of sensitivity to 

within-category information may affect the efficiency of speech processing, we use two 

kinds of tests: 1) listeners’ ability to perceive speech in noise (Chapters 4 and 6) and 2) 
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listeners’ ability to deal with ambiguities and recover form erroneous interpretations 

when needed (see Chapter 6). 

Then, in Chapter 7, we report the results of a preliminary test of the hypothesis 

that the way in which listeners use within-category information can be adjusted with 

experience using an experimental between-group training manipulation.  

Lastly, in Chapter 8, we discuss the findings cumulatively across studies and 

tasks, draw parallels, and point out systematic patterns of results that speak to the key 

questions of interest. 
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CHAPTER 2: GENERAL METHODS  

Chapter 2 describes in detail our methodological approach for measuring 

phoneme categorization gradiency (using the VAS task) and for quantifying the use of 

secondary cues (using the 2AFC task). 

 

2.1 Measuring phoneme categorization gradiency via the VAS task 

To measure individual differences in the gradiency of phoneme categorization, we 

used the visual analogue scaling (VAS) task (with different stimuli for each Experiment). 

In this task, participants are presented with auditory stimuli varying along two 

dimensions (e.g. VOT and F0) and are asked to indicate what they heard by choosing a 

point on a line. In this way, instead of being forced to choose between two options, 

participants are given the opportunity to give responses that match more closely the 

continuity of the stimuli. 

 

2.1.1 Basic stimulus manipulation in the VAS task 

Our VAS task requires two-dimensional continua (e.g., VOT × F0) for the 

construction of which we used the Praat software (Boersma & Weenink, 2016, 2012 

[version 5.3.23]). For the voicing manipulation, stimuli were constructed from natural 

speech using the progressive cross-splicing method described by Andruski, Blumstein, 

and Burton (1994) and McMurray, Aslin, Tanenhaus, Spivey, and Subik (2008). 

Progressively longer portions of the onset of a voiced sound (e.g., /b/) were replaced with 

analogous amounts taken from the aspirated period of the corresponding voiceless sound 

(e.g., /p/). This creates a VOT continuum in which acoustic cues other than voicing are 
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also present (e.g., aspiration, pitch, and first formant frequency). Then, for each VOT 

step, the pitch contour was extracted from the recording and was modified using the 

pitch-synchronous overlap-add (PSOLA) algorithm in Praat. For Experiment 1, pitch 

level was kept steady over the first two pitch periods of the vowel and fell (or rose) 

linearly until returning to the original contour at the 80-ms point in the vowel. For 

Experiments 2-4, pitch level varied throughout the entire duration of the stimuli (see 

Methods section of individual experiments for further details on stimulus manipulation). 

 

2.1.2 Basic VAS task procedure  

On each trial, participants saw a line with a printed word at each end (e.g. bull on 

the one end and pull on the other, see Figure 1.1). Across participants and experiments, 

voiced-initial stimuli were always presented on the left side. For Experiment 1, in the 

middle of the line there was a rectangular bar and participants were instructed to use the 

computer mouse to drag that bar onto a point on the line that indicated where they think 

the sound falls in between the two words. In Experiments 2-4, the task was the same, but 

the rectangular bar only appeared after the participant clicked on the line. 

 

2.1.3 Statistically dissociating gradiency from secondary cue use: The rotated logistic 

function 

An obvious way of extracting a measure of gradiency would be to fit a sigmoid or 

a logistic function to the VAS data of each participant and use the steepness of the slope 

as a measure of gradiency. However, since stimuli also varied along a secondary 

dimension, this method is problematic. For example, if each listener has a perfectly 
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Figure 2.2. Simulated parameter values (x axes) by estimated parameter values (y axes) 
 

Figure 2.2 shows the correlations between the estimated and underlying parameter 

values. For all five parameters, underlying values were very close to the simulated data. 

All correlations were above .7 and some were extremely high (e.g., r = .98! for θ). This 

validates the accuracy of the curve-fitting. It also suggests that three repetitions per 

VOT/F0 step are sufficient to obtain good parameter estimates with this procedure. 

We next examined the relationship between the estimated values of slope (s) and 

theta angle (θ). Recall that the underlying parameters for each subject were generated 

independently, such that any correlation among the estimated parameters would have 

been imposed by this procedure. However, as Figure 2.3 shows, no such correlation was 
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observed (R2 < .001). Consequently, any correlation found in the empirical data was not 

due to a bias of the curve-fitter, but due to a correlation in underlying properties of the 

individuals being tested. 

 

 

Figure 2.3 Correlation between estimated theta angle (sqrt) and slope (log) 
 

2.2 Dissociating gradiency in phoneme categorization from gradient response bias: The 

visual VAS task 

In Experiments 2 and 3, we evaluated the degree to which participants were 

inclined to use the whole line versus the endpoints using a visual version of the VAS 

task. This was important for determining whether individual differences in gradiency are 

due to differences in how people approach the VAS task, differences in general cognitive 

factors (e.g., an overall more gradient approach to categorization), or whether they are 

due to differences specifically in speech perception. 

To assess this, we used a task that was similar to the phoneme VAS task described 

above (see Section 2.1), but instead of listening to words, participants saw pictures of 
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evaluate the degree to which each picture was visually closer to an apple versus a pear. 

This allowed us to extract a baseline of non-speech-related categorization gradiency (i.e. 

visual VAS slope). Then, we partialed out the phoneme VAS slope variance explained by 

the visual VAS slope to compute the residualized VAS slope, which was used in the main 

analyses in Experiments 2 and 3 along with the VAS slope. 

 

2.2.1 Visual VAS task design and materials 

For the endpoints of the visual VAS task, we used two pictures downloaded from 

a commercial clipart database, which we edited in order to intensify prototypical 

characteristics. We subsequently morphed these pictures using the Fantamorph (ver. 5) 

software to create 35 stimuli varying orthogonally in shape and color. Following the 7-

by-5 structure of the auditory stimuli, we had 7 shape steps and 5 color steps (see Figure 

2.4). Each picture was presented 5 times, resulting in 175 trials. 

 

 

Figure 2.4 Picture stimuli used in the visual VAS task in Experiments 2 and 3 
 



32  
 

2.2.2 Visual VAS task procedure 

Similarly to the phoneme VAS task, in each trial, participants saw the morphed 

picture at the center of the screen as well as a line the endpoints of which were named 

apple and pear. The instructions to the participants were similar to those presented in the 

phoneme VAS task: “Click on the line to indicate where you think what you see falls on 

the line”. When they clicked on the line the rectangular bar would appear at the point 

where they clicked and then they could either change their response or press the space bar 

to verify it.  

 

2.2.3 Extraction of visual gradiency measure  

As in the phoneme VAS task, we used the rotated logistic equation to fit 

individual participants’ responses and collect a measure of visual categorization 

gradiency. As mentioned earlier, shape was used as the primary categorization cue and 

color as the secondary. 

 

2.3 Measuring secondary cue use via the 2AFC task 

For Experiments 1, 3, and 4, we used 2AFC phoneme identification tasks to 

measure multiple cue integration. The 2AFC task offers a convenient and standard way of 

assessing multiple cue integration (which we hypothesized to be better in more gradient 

listeners) as the degree to which the category boundary along the primary cue continuum 

shifted as a function of secondary cue. Crucially, this measure was extracted from a 

different task than the one used to measure gradiency (VAS task), thus providing us with 

an independent measure of secondary cue use. 
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In addition to its primary purpose, as a standard measure of speech categorization, 

this task offers a way to evaluate our slope measure, even though, as we described, this is 

an imperfect measure, because shallower slopes can result from both nosier cue encoding 

and a more gradient categorization. Thus, examining the relationship between these 

measures can tell us whether individual differences in the normal range are primarily due 

to one or the other. 

 

2.3.1 Basic 2AFC task design 

For each experiment in which a 2AFC task was used, a subset of the VAS stimuli 

were used in this task. Specifically, all primary cue steps were presented, but only the two 

extreme secondary cue values. This was done to simplify our quantification of listeners’ 

use of secondary cues as the difference between boundaries for each secondary cue value.  

 

2.3.2 Basic 2AFC task procedure 

On each trial, participants were presented with two squares (one on the left and 

one on the right side of the screen), each containing one of two printed words (e.g. bull in 

one square and pull in the other). Across participants and experiments, the voiced-initial 

stimuli were always presented in the left square. Participants were prompted to listen 

carefully to each stimulus and then click in the box that contained the word they thought 

best matched what they heard.  
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2.3.3 Pre-processing of 2AFC data 

To quantify how much each participant used the secondary cue, we fitted 

participants’ response curves using a four parameter logistic function (see McMurray et 

al., 2010), which provides us with estimates for minimum and maximum asymptotes, 

slope, and crossover (see Eq. 4). In this equation, b1 is the lower asymptote, b2 is the 

upper asymptote, s is the slope, and co is the x-intercept. 
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This function was fitted to each participant’s responses separately for each 

secondary cue value (and stimulus type, wherever applicable), thus extracting at least two 

sets of parameters for each participant (see Figure 2.5).  

 

  
Figure 2.5 Hypothetical response curves in the 2AFC  

(green: low pitch; yellow: high pitch) 
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The starting values for the upper and lower asymptotes (b1, b2) were the average 

(across repetitions) of individual participants’ minimum and maximum 2AFC rating 

values. We used 0 and 1 as minimum and maximum values for the lower and higher 

asymptotes respectively. Starting value for the crossover was the middle VOT step (3). 

The crossover value was not constrained. The starting value for slope (s) was calculated 

based on the correlation coefficient between the VOT values and the participant’s 

responses and permitted values for slope were between this starting slope and 20. Curves 

were fitted using a constrained gradient descent method implemented with fmincon() in 

Matlab (similar to that used for the VAS task). 

 

2.4 Summary of methods 

In Chapter 2, we presented our methodological tools for assessing basic aspects of 

speech perception such as phoneme categorization gradiency and multiple cue 

integration. Crucially, our approach takes advantage of the VAS task (which allows for 

continuous responses), which we paired with a novel way of dissociating phoneme 

categorization gradiency from multiple cue integration using the rotated logistic equation 

(see Eq.1).  

In order to evaluate our measure, we ran Monte Carlo simulations, which 

demonstrated that (1) the curve-fitting procedure was unbiased and generated truly 

independent fits of gradiency and multiple cue integration, and (2) the fits accurately 

represented the underlying structure of the data to-be-fit even with as few as three 

repetitions per stimulus step.  

This novel paradigm was used in Experiments 1-4 presented next.  
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CHAPTER 3: EFFECTS OF STIMULI CHARACTERISTICS ON GRADIENCY    

AND SECONDARY CUE USE (EXPERIMENT 1A) 

Experiment 1 aimed at (1) providing some preliminary results using our novel 

measure of phoneme categorization gradiency (see Experiment 1a), but also (2) 

addressing some of our theoretical questions about the role of speech gradiency presented 

in Chapter 1 (see Experiment 1b). Even though the data for Experiments 1a and 1b were 

collected via the same tasks and from the same participants, the motivation is different 

between these two sub-experiments, and for this reason they are presented in separate 

chapters. 

 

3.1 Introduction 

Experiment 1a examined phoneme categorization gradiency using both word and 

nonword continua, as well as both labial- and alveolar-initial stimuli. This allowed us to 

assess any possible effects of lexical status and place of articulation respectively.  

While these manipulations were somewhat exploratory, prior eye-tracking results 

suggest that listeners may be more sensitive to subphonemic detail with lexical tasks 

rather than phoneme decision tasks (McMurray, Aslin, Tanenhaus, Spivey, & Subik, 

2008). This raises the possibility that the individual differences reported by Kong and 

Edwards are only seen with nonwords, while most listeners show a gradient response 

pattern with words. This was particularly important for us to test, because one of our 

goals was to examine possible correlations between our VAS-based measure of gradiency 

and other measures extracted from tasks that use real words. Therefore, we decided to 
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start by carefully assessing any potential effects of stimulus-specific characteristics on 

gradiency. 

 

3.2 Methods 

3.2.1 Participants 

Participants were 131 adult monolingual speakers of American English. All 

participants completed a hearing screening at four octave-spaced audiometric test 

frequencies for each ear; one participant was excluded on this basis because of thresholds 

greater than 25 dB HL. This left 130 participants for analysis. Participants received 

course credit for participation in the study, and underwent informed consent in accord 

with University of Iowa IRB policies. 

Technical problems with several of the tasks led to their results not being 

available for one or more participants. Consequently, across Experiments 1a and 1b, 

between two and 11 participants were excluded from the analyses of the specific tasks for 

which there were missing data.  

 

3.2.2 Design and tasks 

A hearing screening was performed at the beginning of the session and lasted 

approximately 3 mins. Immediately after that, participants performed a series tasks 

including a VAS and a 2AFC task. To explore any stimulus-driven effects on gradiency, 

we included voicing continua in both labials and alveolars (within subject), in words, 

nonwords, and phonotactically impermissible nonwords that featured lax vowels with no 

word-final consonant (with consonant place of articulation and syllable type being 
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between subjects). This was assessed for stimuli that varied on seven steps of VOT (the 

primary cue for word-initial voicing) and five steps of F0 (a secondary cue). 

The 2AFC task was conducted on continua that varied on seven steps of VOT and 

only two steps of F0; this allowed us to extract an independent estimate of secondary cue 

use measured as the difference in the category boundary between the two VOT continua.  

 

3.2.3 VAS task 

3.2.3.1 VAS task design and materials. To measure individual differences in the 

gradiency of phoneme categorization, we used the VAS task with several different 

continua. Specifically, to test whether the individual differences in categorization 

reported by Kong and Edwards (2011), can also be observed with real words, we used 

three types of stimuli (stimulus-types): 1) CVC real words, henceforth RW; 2) CVC 

nonwords, henceforth NW; and 3) phonotactically impermissible nonword CVs5, which 

violated constraints of English lax vowels being permitted only in closed syllables (i.e. in 

syllables that end with a consonant). Each participant was only tested on one stimulus-

type. We also used two places of articulation (henceforth PoA): one stimulus set with 

labial-initial phoneme (e.g. bull-pull) and one with alveolar-initial phoneme (e.g. den-ten; 

see Table 3.1). Each participant was tested on both labials and alveolars (of the same 

stimulus type). 

 

 

 

                                                 
5 Similar to those used by Kong and Edwards (2011, submitted) 
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phoneme level, but this gradient activation is not maintained all the way to their response 

due to working memory limitations. In other words, the degree to which gradiency at the 

level of activations (at the cue of phoneme level) is reflected in an individual’s response 

pattern may be dependent on their working memory span. It may be that measures that 

tap earlier stages of processing (e.g., ERPs, see Toscano et al., 2010), or earlier times in 

processing (e.g., eye-movements in the visual world paradigm: McMurray, et al., 2002) 

may be less susceptible to working memory constraints, possibly explaining why these 

measures offer some of the strongest evidence for gradiency as a characterization of the 

modal listener. 

 

4.4.4 Phoneme categorization gradiency and perception of speech in noise 

Participants performed a speech-in-noise task (AzBio sentences) as part of a 

preliminary exploration of the functional value of gradiency in speech perception. Our 

hypothesis was that higher gradiency may allow listeners to be more flexible in their 

interpretation of the signal and, thus, outperform listeners with lower levels of gradiency 

in our speech-in-noise task. In contrast to our prediction, gradiency was not a significant 

predictor of performance in the AzBio task, which was, however, significantly predicted 

by our three executive function measures (N-Back, Trail Making, and Flanker task).  

This lack of correlation between our gradiency measure and performance in the 

AzBio task may reflect difficulties in linking laboratory measures of underlying speech 

perception processes (and cognitive processes more generally) to simple outcome 

measures. Such difficulty could arise from at least two sources. First, speech-in-noise 

perception may be more dependent on participants’ level of motivation and effort than 
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the laboratory measures. This is supported by recent work on listening effort (Wu, Stangl, 

Zhang, Perkins, & Eilers, in press.; Zekveld & Kramer, 2014), which suggests that 

listeners put forth very low effort at low signal-to-noise ratios – in fact, they appear to 

just give up. Even though it is highly unlikely that in our study participants gave up in the 

AzBio task, the point being made here is that variation in motivation may be a significant 

source of unwanted variability in these measures. Indeed, it is possible that the significant 

correlations between our speech-in-noise measure and scores on the three executive 

function tasks, may derive from a similar source. If so, this correlation may have little to 

do with speech perception processes.  

Furthermore, while speech-in-noise perception is a standard assessment of speech 

perception accuracy, performance in such tasks may not be strongly affected by 

differences in categorization gradiency. As we describe in Chapter 1, theoretical 

arguments for gradiency are not typically framed in terms of speech-in-noise perception; 

rather the motivation seems to derive from the demands of interpreting ambiguous 

acoustic cues, such as those related to anticipatory coarticulation, speaking rate, or 

speaker differences. Noise does not necessarily alter the cue values; rather it masks the 

listeners’ ability to detect them. Thus, this task may not properly target the functional 

problems that categorization gradiency is attempting to solve. 

In a related vein, it may be the case that both gradient and categorical modes of 

responding are equally adaptive for solving the problem of speech perception in noise. 

That is, to the extent that differences in listeners’ mode of categorization reflects a 

different weighting of different sorts of information (e.g., between acoustic or 

phonological representations in the Pisoni & Tash, 1974, model; or between dorsal and 
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ventral stream processing in the Hickock & Poeppel, 2007, model), both sources of 

information may be equally useful for solving this problem (even as there are advantages 

of gradiency for other problems). 

Gradiency and non-gradiency in the categorization of speech sounds can both be 

advantageous in different ways. Therefore, in order to find the link that connects the 

underlying cognitive processes to a performance estimate, we need to use different 

measures of performance that are more closely tied to the theoretical view of speech 

perception that is being evaluated. Similar concerns may suggest the need to reconsider 

the way we evaluate speech perception tests used in a variety of different settings, 

including for clinical evaluations, so that they tap more into the underlying processes 

linked to our predictions. 

The key results of Experiment 1b can be outlined as followed: First, we showed 

that differences in phoneme categorization gradiency seem to be theoretically 

independent from differences in the degree of internal noise in the encoding of acoustic 

cues and/or cue-to-phoneme mappings. Thus, our results question the traditional 

interpretation of shallow slopes as indicating noisier categorization of phonemes. Both 

categorization gradiency and such forms of noise contribute to speech perception, but 

may be tapped by different tasks. Second, differences in categorization gradiency seem to 

matter for speech perception, as they appear to be linked to differences in multiple cue 

integration. Third, we found only limited relationship between executive function and 

gradiency, suggesting differences in categorization sharpness may derive from lower-

level sources. Lastly, gradiency may be weakly related to speech perception in noise, but 

this seems to be modulated by executive function-related processes. 
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These results provide useful insights as to the mechanisms that subserve speech 

perception. Most importantly, they seem to stand in opposition to the commonly held 

assumption that a sharp category boundary, along with poor within-category 

discrimination, is the optimal approach for categorizing speech sounds. Overall, speech 

sound categorization is gradient, although to different degrees among listeners, and 

further work is necessary to reveal the sources of these differences and the consequences 

they may have for spoken language comprehension. 
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CHAPTER 5: THE SOURCES OF GRADIENCY IN EARLY AUDITORY 

PROCESSING (EXPERIMENT 2) 

5.1 Introduction  

 Experiment 1 examined individual differences in speech perception gradiency by 

(1) linking this gradiency to a different aspect of speech perception, multiple cue 

integration; (2) exploring possible links between patterns of speech perception and 

general cognitive processes, such as executive function (EF); and (3) investigating the 

functional role of gradiency in speech perception accuracy more generally. Our findings 

suggested a weak link between gradiency and higher cognitive processes (specifically, 

working memory), however effects were not robust and may reflect other factors like the 

degree to which within-category information can be maintained to the response stage. 

Moreover, neither our measure of inhibitory control (the Flanker task), nor our more 

general EF measure (the Trail Making task) were correlated with gradiency. Thus, there 

is little evidence for a strong causal relationship between speech perception gradiency 

and executive function. This leaves open the issue of what are the sources of phoneme 

categorization gradiency. 

The primary goal of this experiment was to test alternative hypotheses as to the 

sources of individual differences in phoneme categorization gradiency, focusing this time 

on differences within the language/speech perception system (rather than outside it). In 

particular, we examine 1) whether such differences stem from differences in how 

listeners encode acoustic cues during early processing stages; and 2) whether they are 

linked to individual differences in lateral inhibition between words (i.e. local inhibition 
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within the word recognition system). Lastly, the weak but moderate effects of EF led us 

to continue that investigation with a new EF measure (spatial Stroop). 

A secondary goal was to examine the relationship between our VAS measure of 

phoneme categorization gradiency and other existing measures of gradiency at different 

levels of language processing. To do this, we correlated our results with a standard eye-

tracking paradigm used to assess gradiency at the lexical level. In particular, this 

paradigm allows us to evaluate the degree to which listeners’ gradient sensitivity to 

acoustic cues affects the strength of lexical activations independently of their responses. 

In that way, it provides a measure of how strongly do listeners maintain a lexical 

representation partially active (i.e. in a gradient manner), even when they commit to 

another word. By examining this more focused (within-category) form of gradiency, we 

can ask whether the gradiency observed in the VAS task reflects how continuous cues are 

mapped onto categories more generally (i.e. both within and across categories).  

 In the remainder of this introduction we talk about the theoretical motivation for 

each of these goals separately. 

 

5.1.1 Sensory-level processes 

The primary question addressed by Experiment 2 was whether differences in 

phoneme categorization gradiency observed in the VAS task are driven by differences at 

earlier stages of processing, and specifically at the level of cue encoding. In examining 

this, we assume for simplicity a two-stage process; first listeners encode continuous cues 

(such as VOT and F0), and then they map them onto phoneme categories. If listeners 

encode cues in a graded way, this should allow for either a graded or a categorical 
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activation of phoneme categories depending on how cues are mapped to categories (see 

Figure 5.1.A). However, if listeners encode cues categorically, this should in turn limit 

their sensitivity to within-category phoneme differences, which would be reflected in a 

more categorical/step-like pattern of phoneme categorization (see Figure 5.1.B). 

 

  
Figure 5.1 Examples of graded and categorical mapping of speech cues to phoneme 

categories 
 

To examine cue encoding more directly, we used an event-related potential (ERP) 

paradigm based on a study by Toscano, McMurray, Dennhardt, and Luck (2010). This 

study used an ERP paradigm to test (among others) whether continuous information in 

the speech signal is reflected by neural markers of early perceptual processing. The key 

measure was the amplitude of the fronto-central auditory N1, a negative ERP component 

that is thought to be generated in Heschl’s gyrus and is considered a marker of the 

perceptual encoding of auditory information. Specifically, this component appears ~100 

ms post stimulus onset and is thought to reflect early neural encoding of VOT (Sharma & 

Dorman, 1999; Sharma, Marsh, & Dorman, 2000).  

Toscano et al examined whether the early perceptual encoding of speech cues is 

affected by category-related information. Previous studies using the N1 as a marker of 

cue encoding have reported that stimuli with short VOTs elicit a single N1 peak, while 

VOT in ms

/b/

0    10    20      30   40    50

/p/
A. Graded encoding of cues

VOT in ms

/b/

0    10    20      30   40    50

/p/
B. Categorical encoding of cues
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long VOTs elicit a double peak (presumably one peak for the release, and a second one 

for the onset of voicing). This morphology shows a qualitative shift as VOT increases 

(from a single-peak to a double-peak morphology), which has been used to argue in favor 

of a category effect on cue encoding. However, as pointed out by Toscano et al, this 

discontinuity could be an artifact of the high-amplitude burst of the stimuli; in the case of 

long VOTs, both the release burst and the voicing onset may elicit a separate N1 (thus the 

double peak), while in the case of short VOTs the two merge together. Toscano et al 

avoided this issue by using stimuli with low-amplitude bursts.  

Specifically, they presented stimuli varying continuously in VOT (e.g. nine steps 

from beach to peach) and measured the auditory N1 amplitude. Their hypothesis was 

that, if listeners encode fine-grained, within-category differences in a veridical way, they 

would observe a linear relationship between VOT and N1 amplitude, whereas a more 

categorical approach should show a discontinuity near the boundary. Results strongly 

favored a linear model (see also Frye et al., 2007, for analogous findings showing linear 

encoding of VOT in the M100, which is the megnetoencephalographic equivalent of N1). 

Furthermore, to rule out the possibility that this pattern of results was an artifact of 

averaging across participants with different category boundaries, they also fitted and 

compared two mixed effects models: a linear and a categorical one, which took into 

account any differences between individual participants’ category boundaries. In line 

with their prediction, they found that the linear model was a better fit of the data. 

In addition to the N1, Toscano et al also looked at a different ERP component, the 

P3, which appears later (~300 ms – 800 ms post stimulus onset) and is thought to reflect 

categorization of speech stimuli (Maiste, Wiens, Hunt, Scherg, & Picton, 1995). In 
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accordance with their prediction, Toscano et al found evidence for gradiency in the P3 

amplitude, which supports the view that within-category information is maintained in 

post-perceptual stages of processing. 

This study offers a useful tool for studying whether individual differences in 

speech categorization tasks reflect differences in the early perception of acoustic cues. 

For example, if we found that individuals with higher levels of gradiency show a 

different relationship between VOT and N1 (or P3) amplitude, that would suggest that the 

sources of gradiency could be traced down to differences in the perceptual (or post-

perceptual for the P3) encoding of acoustic information. 

 

5.1.2 Lexical inhibition 

Experiment 2 also examined an alternative hypothesis as to the potential locus of 

the individual differences we observed. That is, there is a possibility that gradiency at the 

level of phoneme categorization is in some way linked to (or maybe driven by) higher 

levels of spoken language processing, such as inter-lexical inhibition, which has been 

shown to occur during spoken word recognition.  

There is now strong evidence that active words suppress their competitors during 

spoken word recognition (Dahan, Magnuson, Tanenhaus, & Hogan, 2001; Luce & Pisoni, 

1998). In a sense, this helps the system “sharpen” decisions between words, committing 

more strongly to the target word over competing candidates. In addition, there is also 

evidence for feedback from the level of word forms to that of sublexical representations, 

such that information travels from higher to lower levels of processing (Elman & 

McClelland, 1988; Magnuson, McMurray, Tanenhaus, & Aslin, 2003). This top-down 
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flow of information has been shown to influence word recognition in real time 

(Magnuson et al., 2003; McClelland, Mirman, & Holt, 2006), but also drive perceptual 

learning (Davis, Johnsrude, Hervais-Adelman, Taylor, & McGettigan, 2005; Kraljic & 

Samuel, 2006; Leach & Samuel, 2007; Samuel, 2001; but see Norris et al., 2000). This 

could enable processes operating at the lexical level to influence lower level speech 

categorization. 

Putting together these two ideas raises the possibility that sharpening at the lexical 

level (via local inhibition) may cascade to sharpen up categorization at lower 

(phonological) levels. Based on this rationale, our hypothesis was that stronger inter-

lexical inhibition may lead to greater and/or faster suppression of competing lexical 

candidates, which may in turn lead to the target word exerting stronger feedback to the 

phoneme layer, and thus leading to greater and/or faster de-activation of competing 

phonological representations. For example, (adopting a localist framework for ease of 

description) if an ambiguous (ϸeach) item is heard, in a system with strong inter-lexical 

inhibition, the more active word (e.g., beach) would exert stronger inhibition on the less 

active item (peach), which would lead to the faster suppression of /p/. In contrast, a 

system with weaker inter-lexical inhibition dynamics would take more time to settle, thus 

allowing for longer-lasting parallel and somewhat gradient activation of more than one 

phoneme categories. This could be exclusively the result of real-time dynamics8, or a 

combination of real-time dynamics and long-term learning in the system to allow for 

more or less gradient phoneme activations (i.e. a system with stronger inter-lexical 

                                                 
8 Note that this could in principle be possible both for real word and nonword stimuli that partially overlap 
with real words (McClelland & Elman, 1986). 
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competition dynamics may with time be shaped to also have strong inter-phoneme 

competition). 

 To test this, we administered a task specifically designed to assess the degree of 

real-time interference between competing lexical items (Dahan et al., 2001; Kapnoula & 

McMurray, 2016a). This paradigm relies on an auditory stimulus manipulation in which 

two lexical items (e.g. net and neck) are cross-spliced such that the beginning of net is 

spliced onto the offset of neck to make netck. As a result, the coarticulatory information 

in (what is commonly described as) the vowel boosts activation of the competitor item 

(net), which, in turn, suppresses activation of the ultimate target (neck). Then later, when 

the final phoneme (/k/) is heard, the target (neck) may have a hard time being fully 

recognized (Dahan et al., 2001; Marslen-Wilson & Warren, 1994).  

In the present study, this task was used to extract a measure of the overall strength 

of inter-lexical inhibition within a given individual. Even though this task has not been 

previously used as an individual differences measure, it has been used to compare 

between participants at the group level (Kapnoula & McMurray, 2016a). In addition, 

reliability testing of the VWP measures has shown moderate to high within-subject 

reliability for looks to the target (which is the measure used in this paradigm) with R ≈ .6, 

(Farris-Trimble & McMurray, 2013). If individual differences in the degree of lexical 

inhibition, measured by this task, are found to be correlated with differences in phoneme 

categorization gradiency, measured by the VAS task, this would suggest a possible link 

between the two. 
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5.1.3 Alternative measures of inhibitory control 

 It is yet unclear what to make of the role of EF in phoneme categorization. N-

Back was weakly but significantly correlated with Trail Making, but none of the other 

correlations among EF measures were significant, suggesting they may not form a 

homogenous constellation of skills. Furthermore, while we did observe a marginally 

significant correlation between N-Back (a measure of working memory) and gradiency, 

Kong and Edwards (submitted) did not find a correlation between their VAS-based 

measure and N-Back. Moreover, the opposite pattern was observed for the Trail Making 

task: Kong and Edwards found a significant correlation, but we did not. This suggests 

that correlations with EF ability, if present, are perhaps small and variable. 

 As a result it seemed prudent to continue our investigation of EF as a potential 

moderator. In this regard, inhibitory control seemed like the most important factor to 

consider. In part this is because if we found a correlation between inter-lexical inhibition 

and gradiency, it would be important to address whether this is attributed to broader 

inhibition-related mechanisms, or whether it is specific to lexical inhibition (but see 

dissociation between “automatic”/“obligatory” inhibition and attention-based inhibition 

in Burke and Shafto, 2008). 

Thus, we also included a spatial Stroop task assessing top-down inhibitory control 

as an aspect of executive function. This form of inhibition is seen as theoretically distinct 

from lexical inhibition (as defined, for example, in TRACE; McClelland & Elman, 1986), 

though this has not been explicitly tested. Moreover, since we did not find a correlation 

between speech perception gradiency and inhibition measured by the Flanker task in 
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Experiment 1, we hypothesized that individuals’ score in the Stroop task would not 

correlate with any of the other two tasks.  

 

5.1.4 Within-category lexical level gradiency 

 Lastly, we were interested in testing whether gradiency at the phoneme level (as 

assessed by the VAS task) maps onto specifically within-category gradiency at the lexical 

level. One of the more robust demonstrations of this lexical level effect comes from 

McMurray, Tanenhaus, and Aslin (2002). They used the visual world paradigm (VWP) 

and showed that continuous differences in VOT lead to gradient activation of competing 

lexical items. To test this, they presented listeners with auditory items varying in 

equidistant steps between two endpoints (e.g., between beach and peach). Participants 

saw four pictures and clicked on the correct picture while their eye-movements were 

recorded. McMurray et al found that even when participants clicked on the target picture, 

they often looked to the competitor. Crucially, the likelihood of any participant fixating 

the competitor picture (when clicking on the target) was predicted by the VOT – when 

the VOT approached the category boundary (i.e. when the stimulus was more 

ambiguous), participants had a higher probability of looks to the competitor. This was 

observed even when the analysis was restricted to trials for which the auditory stimuli 

were all assigned to the same category, and when the VOT was treated as relative to the 

participants’ own boundary.  

This was interpreted as evidence that even as the system settles on a decision, 

competing representations remain active in a way that is consistent with a gradient 

pattern of lexical activation that reflects the probability of an auditory item being the 



88  
 

target (see also McMurray, Aslin, Tanenhaus, Spivey, & Subik, 2008). That is, even as 

listeners are likely to respond /b/ (for example), they keep /p/ active to varying degrees 

depending on the continuous cue value in the input (e.g., the VOT). Crucially this 

approach to analysis, by focusing on VOT relative to each participants’ own boundary, 

focuses exclusively on within-category differences (ignoring differences in VOT that 

map to a different categories). 

While this approach has not been examined in the context of individual 

differences, there has been work on populations with communication impairments such 

as adolescents with language impairment (McMurray et al., 2014) and cochlear implant 

users (Farris-Trimble, McMurray, Cigrand, & Tomblin, 2014). Thus, in Experiment 2, we 

included a task very similar to that used by McMurray et al. (2002) in order to examine 

whether speech perception gradiency, as assessed by a VAS task, is correlated with 

within-category gradient lexical activation. The intuitive prediction is that the two 

measures would be positively correlated, since phonological gradiency should be a 

prerequisite of lexical gradiency. However, it is also conceivable that we will not find a 

correlation, because the VWP task is assessing lexical gradiency in real time, whereas the 

VAS task gives us an estimate of phonological gradiency at the end of a categorization 

process. In other words, there is a possibility that all listeners are somewhat gradient 

(both at the phoneme and the lexical level), but some “lose” access to fine-grained, 

within-category information by the time they make a response.  

We also need to consider that the VWP task measures lexical gradiency within 

each category, while our VAS-based measure reflects gradiency both within and across 

categories. Therefore, another possibility (not necessarily mutually exclusive with the 
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5.2 Methods  

5.2.1 Participants 

Seventy-one (71) monolingual American English speakers participated in 

Experiment 2. Participants were pre-screened to exclude individuals over 40 y.o., with 

any neurological disorders, and non-typical hearing, or vision. The age range of 

participants was 19-39 y.o. (M = 25.4, SD = 4.7) and thirty-three of them were male. 

Participants received monetary compensation for their participation in the study, and 

underwent informed consent in accord with University of Iowa IRB policies. Technical 

problems and experimental errors led to the results of different tasks not being available 

for one or more participants. As a result, between 2 and 8 participants were excluded 

from the analyses of the specific tasks for which there were missing data.  

 

5.2.2 Design and tasks 

Participants performed five tasks, four of which were designed to measure 

different aspects of spoken language processing (see Table 5.1 for the tasks and order). 

The visual analogue scaling task (VAS; Kong & Edwards, 2011; Munson & Carlson, in 

press; Schellinger, Edwards, Munson, & Beckman, 2008) measured speech 

categorization gradiency (see Section 2.1) using a similar VOT × F0 continuum as in the 

prior experiments. Similarly, we developed a visual version of the VAS task (see Section 

2.2) using a visual apple/pear continuum as a way of extracting a baseline of each 

participant’s overall tendency to use the endpoints versus the whole range of the line 

(independently of phoneme categorization processes).  
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5.2.3 Phoneme and visual VAS tasks  

5.2.3.1 Phoneme VAS design and materials. Similarly to Experiment 1, we used 

the VAS task to measure individual differences in gradiency. We used two places of 

articulation (labial: bill-pill, and alveolar: den-ten) and for each of the two sets we 

constructed a 7 VOT × 5 F0 continuum. All stimuli were based on natural speech 

recordings spoken by a male monolingual speaker of American English.  

We started by manipulating pitch. For each of these four recordings, we extracted 

the pitch contour and replaced it with a pitch contour of identical shape, but shifted either 

upwards or downwards so that the mean pitch would be either 95 Hz (for the low pitch 

condition) or 145 Hz (for the high pitch condition). This led to the construction of 8 new 

items (4 words × 2 F0). Next, we modified the pitch contours using the pitch-synchronous 

overlap-add (PSOLA) algorithm in Praat. We first synced the recordings so that the pitch 

contours started at the same time, then extracted them into txt format, and used them to 

create three intermediate pitch contour steps. The five resulting pitch contours were 

approximately 12.5 Hz apart. These were used to replace the original contours of the 

eight items, giving us 20 new items (4 words × 5 F0). 

For the voicing manipulation, we used the progressive cross-splicing method 

described by Andruski, Blumstein, and Burton, (1994) and McMurray, Aslin, Tanenhaus, 

Spivey, and Subik, (2008), as described in Section 2.1.1. VOT steps varied from 7 ms to 

43 ms and were 6 ms apart.  

5.2.3.2 Phoneme VAS procedure. As in Experiment 1, participants saw a line at 

the two ends of which were two words. However, in contrast to Experiment 1, there was 

no rectangular bar in the middle of the line. This was changed to minimize participants’ 
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possible inclination to drag the bar away from the center (or to leave it there). Instead, 

participants were asked to listen to each stimulus and then click on the line to indicate 

where they thought the stimulus they heard falls on the line. As soon as they clicked, the 

rectangular bar appeared at the point where they clicked and then they could either 

change their response (by clicking elsewhere on the line) or press the space bar to verify 

it. Unless the participant had clarifying questions, no further instructions were given. The 

task took approximately 15 mins to complete. 

5.2.3.3 Visual VAS design and materials. The task and materials are described in 

detail in Section 2.2. The VAS procedure was similar to the phoneme VAS procedure 

(with no rectangular bar in the middle of the line). The task took approximately 10 mins 

to complete. 

5.2.3.4 Order of VAS sets. The VAS tasks were conducted first on the first day of 

the experiment. The order of the three individual sets (labial, alveolar, or visual) was 

counterbalanced between participants with six different possible orders. 

 

5.2.4 Spatial Stroop task 

 5.2.4.1 Spatial Stroop task design and materials. Participants performed the 

spatial Stroop task immediately after the VAS tasks. This task was based on the Stroop 

task (Jensen & Rohwer, 1966; Stroop, 1935), which has been broadly used as a 

neuropsychological assessment of executive function and inhibitory control (Shum, 

McFarland, & Bain, 1990). 

In this experiment, the Stroop task was meant to serve as a measurement of 

executive function/inhibitory control outside the language domain. For this reason we 
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used a spatial variant of the Stroop task (Wühr, 2007) rather than the more common 

color/word version. In this task, participants saw an arrow, located on the left or right side 

of the screen and pointing to the left or right. They then responded as to which direction 

the arrow points to (suppressing the irrelevant cue, the side of the screen). It has been 

found that individuals respond faster and more accurately when the direction of the arrow 

is congruent with its location on the screen (i.e. congruent condition; Wühr, 2007). 

Therefore, performance in this task serves here as assessment of individual’s ability to 

suppress irrelevant information (i.e. the location of the arrow).  

To intensify the effect of incongruence, we used 64 congruent and 32 incongruent 

trials. Our materials consisted of two arrows 300 × 150 pixels in size, which were 

presented on a 19” monitor operating at 1280 × 1024 resolution, centered vertically, 100 

pixels away from the corresponding edge of the display. 

5.2.4.2 Spatial Stroop task procedure. At the beginning of each trial, a fixation 

point was presented at the center of the screen for 200 ms. Then the fixation disappeared 

and one arrow was presented on one side (left/right). The arrow stayed on the screen until 

the participant responded by pressing one of two keyboard keys (left/right) to report 

which direction the arrow was pointing to. After the response, there was a 1000 ms pause 

(blank screen), at the end of which the next trial began. 

 

5.2.5 Lexical inhibition task 

5.2.5.1 Overview and design. This task was designed to give us an estimate of the 

strength of lexical inhibition for each participant. Following previous experiments 

(Dahan et al., 2001; Kapnoula & McMurray, 2016a; Marslen-Wilson & Warren, 1994; 
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was fixating at a particular point in time. The coordinates of each look were used to 

obtain information about which object was being fixated.  

For assigning fixations to objects, boundaries around the objects were extended 

by 100 pixels in order to account for noise and/or head-drift in the eye-track record. 

However, this did not result in any overlap between the objects; the neutral space 

between pictures was 124 pixels vertically and 380 pixels horizontally. 

 

5.2.6 Within-category lexical gradiency task 

5.2.6.1 Overview and design. This task was designed to measure the degree to 

which participants use fine-grained acoustic information to activate lexical 

representations in a gradient manner. It specifically targets within-category sensitivity – 

that is sensitivity to gradient changes in the acoustic input which do not affect the final 

response. The design and stimulus manipulation of this task were based on the design of 

McMurray et al. (2002). Specifically, we manipulated the VOT of the initial consonant in 

minimal pairs of words, such as bear-pear, to create a continuum between them. 

Fixations to each picture were computed as a function of VOT. Critically, these data were 

split by participants’ identification responses (e.g. whether they clicked on the picture of 

the bear or the pear). This allows us to compute a measure of how strongly within-

category changes in VOT are reflected in lexical activation (since the analysis is 

predicated only on trials where the participant chose the same picture while examining 

their fixations to both pictures). In line with the findings of McMurray et al. (2002), we 

expected to find that, even when participants clicked on the picture of the voiced item 

(bear), their looks to the competitor (pear) would increase as the distance from the target 
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Eyelink II head mounted eye-tracker. After calibration, participants were given 

instructions for the task.  

At the beginning of each trial, four pictures (corresponding to a quadruplet set) 

were presented in the four corners of a 19” monitor operating at 1280 × 1204 resolution. 

At the same time, a small red circle appeared at the center of the screen. After 500 ms, 

the circle turned blue, cueing the participant to click on it to start the trial. This allowed 

the participants to briefly look at the pictures before hearing anything, thus minimizing 

eye-movements due to visual search (rather than lexical processing). When participants 

clicked on the circle, it disappeared and an auditory stimulus corresponding to one of the 

four words was played. Participants clicked on the picture corresponding to the word and 

the trial ended. There was no time limit on the trials, and participants were not 

encouraged to respond quickly. Participants typically responded in less than 2 s (M = 

1038.11 ms, SD = 104.92 ms). 

5.2.6.4 Eye-tracking recording and analysis. The eye-tracking recording and 

analyses procedures were identical to those described earlier for the lexical interference 

task (see Section 5.2.5.4). 

 

5.2.7 Early auditory processing (ERP) task 

The purpose of this task was to evaluate whether there were any significant 

differences between participants’ early brain responses to continuous acoustic differences 

in the speech signal (specifically, differences in VOT). In order to assess participants’ 

early perceptual encoding of acoustic information, we used an ERP paradigm, which has 

been shown to be sensitive to fine-grained manipulations of acoustic cues such as VOT 
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that part (as well as 100 ms before and 100 ms after) was marked as bad. Lastly, if 

amplitude was higher than 150 μV or lower than -150 μV, then a marker was placed at 

the time of the voltage divergence and a portion of the segment (200 ms before the 

marker to 200 ms after that marker) was marked as bad. This was applied to all remaining 

channels. In addition, we used the “individual channel mode” option, which allows us to 

exclude segments for specific channels. On average 7.3% of the trials (i.e. 15 trials) were 

rejected for each participant (3.9% were blink removals and 3.4% other artifacts).  

Each trial was baselined using as a baseline the average voltage within a time 

window starting 100 ms before the onset of the auditory stimulus up until its onset. 

 

5.3 Results 

 We first report our findings relating to the nature of categorization gradiency at 

the phoneme level (VAS task) and at the lexical level (within-category lexical gradiency 

task). Then we move on the possible sources of gradiency (1) at higher-level cognitive 

functions, that are not language-specific (i.e. inhibitory control assessed via the spatial 

Stroop task), (2) at higher-level processes, but within the language system (i.e. lexical 

inhibition assessed via the lexical inhibition task), and (3) at low-level perceptual 

processes (i.e. early perceptual encoding of acoustic cue information assessed by the 

early auditory processing task). 

 

5.3.1 Phoneme categorization gradiency and secondary cue use 

As in the prior experiments, participants’ responses in the phoneme and visual 

VAS tasks were fitted with the rotated logistic function (see Section 2.1). Fits were good 
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Crucially, in this task we were interested in how within-category differences 

affect lexical activation. However, variation between listeners’ category boundaries could 

complicate things, because a given difference between two adjacent VOT steps may be a 

within-category difference for one participant, but a between-category difference for 

another. To avoid this problem, we first computed the category boundary (crossover) 

separately for each participant. To do so, we first fitted each participant’s response 

function using a four-parameter logistic curve-fitting procedure (see Eq.4) and used the 

crossover parameter (co) as an estimate of category boundary. We did this for each place 

of articulation and pitch value separately, which yielded four different crossovers for 

each participant. There were insufficient data in this shortened version of the paradigm to 

do this within each continuum within each subject (e.g., per condition / participant). 

Thus, we did the same for each continuum (collapsed over subject), and adjusted the 

participant’s crossovers by subtracting the deviation of each stimulus crossover from the 

average stimulus crossover. In other words, for each participant we computed a VOT 

category boundary adjusted for the effects of place of articulation, F0, and item (see 

McMurray, Farris-Trimble, Seedorff, & Rigler, 2016, for a similar procedure). 

Having established an estimate of the category boundary for each participant × 

stimulus combination, we then calculated the distance between this crossover and the 

actual VOT step, (henceforth, relative VOT or rVOT; see also McMurray et al., 2008). 

For example, in a case where the crossover was 4.3, a stimulus with a VOT of 6 would be 

considered “unvoiced” with an rVOT of 1.7, whereas a stimulus with a VOT of 2 would 

be classified as “voiced” and have an rVOT of -2.3. 
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t(10910) = 3.72, p < .001; and the same was true for the gradient group, B = -.026, 

t(11730) = -3.28, p < .05, B = .024, t(11710) = 3.28, p < .001. 

To summarize, we found that individuals with shallower VAS slopes (i.e. higher 

gradiency) had stronger P3s, and the expected effect of response on P3 was robust only 

for gradient categorizers. The three-way interaction showed that the VOT × response 

interaction was more robust for participants with steeper VAS slopes (i.e. more 

categorical). Crucially, this last finding, coupled with the finding that gradient listeners 

exhibit a more robust effect of response on P3 amplitude, seems to suggest that for the 

more categorical participants, the effect of response depended highly on VOT step (i.e. 

distance from the target), whereas for gradient participants, the effect of response is 

robust independently of the VOT step (see Figure 5.18).  

 

  

                
Figure 5.18 Model-estimated effect of VOT and response on P3 amplitude per gradiency 

group 
 

5.3.5.6 Electrophysiological results: Summary. First, the results from our baseline 

analyses of the electrophysiological data (see Sections 5.3.5.2 and 5.3.5.4) are consistent 
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with previous studies (Toscano et al., 2010) showing: 1) a linear main effect of VOT on 

N1 amplitude, 2) an effect of response (“target” versus” “other”) on P3 amplitude, and 3) 

an effect of VOT distance from the target on P3 amplitude. Second, we expanded these 

findings by including an experimental manipulation of F0 and were able to show that 1) 

the N1 amplitude is modulated by pitch, with greater N1 amplitude for low-pitch stimuli, 

which is consistent with previous research showing larger N1 amplitude for low tones 

(Näätänen, Teder, Alho, & Lavikainen, 1992), and 2) the effect of distance from the 

target on P3 amplitude is not specific to VOT, but applies to other speech cues as well.  

Now, we turn to our primary questions: the role of gradiency in the early and late 

encoding of speech cues. Our analyses of the N1 component suggest that the effect of 

speech cues, such as VOT, on auditory ERP components is more robust for individuals 

that exhibit higher levels of phoneme categorization gradiency. This could mean that 

gradiency affects the encoding of acoustic cues at a pre-perceptual stage (or the reverse, 

such that more precise perceptual encoding of acoustic cues allows some listeners to be 

more gradient when categorizing speech sounds). Crucially, despite the robust linear 

effect of VOT on N1 across participants, we also found a significant main effect of a 

binary VOT variable (stepVOT), but only for participants with steeper VAS slopes (i.e. 

less gradiency). This may point to some form of early perceptual warping of the acoustic 

space around the category boundary, which we come back to in the Discussion.  

Lastly, our P3 results seem to suggest that even though (as expected) P3 was 

strongly affected by the response (“target” versus “other”), this effect was modulated by 

VOT (i.e. larger response effect when the acoustic distance from the target was small) for 

both groups (see Figures 5.17 and 5.18), which replicates the results reported by Toscano 
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et al. (2010). Interestingly, this modulation was stronger for listeners with steeper VAS 

slopes (i.e. less gradient). The interpretation for this finding is not clear. One possibility, 

however, is that, if there is some form of warping of the acoustic space in the case of 

categorical listeners (as suggested by the effect of step VOT on N1), this may lead to a 

clearer distinction between target and non-target stimuli. We elaborate on this possibility 

in the Discussion. 

 

5.4 Discussion 

Our discussion starts with the potential sources for phoneme categorization 

gradiency. We next turn to the relationship between VAS measures of phoneme level 

gradiency and lexical level gradiency. 

 

5.4.1 Sources of phoneme categorization gradiency 

Experiment 1 revealed only weak linkages between individuals’ patterns of 

phoneme categorization and their performance in tasks measuring general cognitive 

abilities (e.g. working memory). Therefore, the sources of this gradiency are likely rooted 

elsewhere. The main goal of this study was to examine different possibilities, both within 

and outside the language domain. 

One of these possibilities was domain-general, top-down inhibitory control (as 

assessed by a spatial Stroop task). Interestingly, our results revealed a positive 

relationship between VAS slope and the congruency effect in the spatial Stroop task, 

meaning that participants with more gradient VAS response pattern exhibited a smaller 

congruency effect. This finding was surprising given the lack of a correlation between 
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VAS slope and the Flanker score (which is also thought to measure top-down inhibitory 

control) in Experiment 1. That said, we see a pattern forming across the different 

measures of executive function tasks used in different experiments consistent with a 

weak, but positive relationship between executive function and gradiency. Therefore, this 

discrepancy between the results from the Flanker and the Stroop task may be indicative 

of the weakness of the underlying effect. We will return to this issue in the General 

Discussion. 

In addition to inhibitory control, we also looked at another possible source of 

differences in phoneme categorization gradiency, this time within the language system: 

lexical inhibition. Our hypothesis was based on two aspects of spoken word recognition: 

1) words actively inhibit with each other during spoken word recognition (Dahan et al., 

2001), and 2) activation at the lexical level flows back to the level of phonemes (Elman 

& McClelland, 1988; Magnuson et al., 2003). In the present context, this means that 

individuals with higher degree of inter-lexical inhibition may suppress competitor words 

faster or more effectively, reducing any sensitivity to subtle activation differences due to 

differences in fine-grained detail. This rationale is also consistent with recent evidence 

showing (behaviorally and computationally) that higher degree of lexical inhibition leads 

to more robust competitor inhibition (Kapnoula & McMurray, 2016a). Then, stronger 

competitor inhibition may in turn lead to faster decay of competitor phonemes due to the 

feedback flow of activation (for example when an ambiguous ϸeach word is heard, 

stronger lexical inhibition should lead to faster suppression of the slightly less active 

word – e.g. peach – which in turn would eliminate the feedback to the phoneme /p/). 
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Therefore, our hypothesis was that individuals with steeper VAS slopes would also 

exhibit higher levels of inter-lexical inhibition.  

This hypothesis, however, was not confirmed. Even though the interpretation of a 

null effect is often tricky, a tentative conclusion is that the sources of differences in 

speech gradiency are likely rooted elsewhere (e.g. differences in the perceptual 

processing of speech sounds), and not in differences in top-down feedback.  

The last hypothesis tested by Experiment 2 was that differences between listeners 

in how they categorize speech sounds in a behavioral (VAS) task are due to differences in 

how they perceive them. To address this, we collected 1) a measure of phoneme 

categorization gradiency (VAS slope) and 2) measures of pre- and post-perceptual 

encoding of acoustic differences in speech segments (N1 and P3 ERP components 

respectively), and examined possible links between them.  

Our results provided evidence for the first time that individual differences in 

phoneme categorization gradiency are linked to differences in how listeners encode 

speech cues, such as VOT. Specifically, we found an overall higher positivity (i.e. 

smaller N1s and larger P3s) for participants with shallower VAS slopes (i.e. higher 

gradiency). Second, in addition to the linear main effect of VOT on N1 amplitude, we 

also found evidence that, for steep-slope categorizers, the link between VOT and N1 

amplitude has a step-like component (see Figure 5.14). Third, we found that the 

(expected) effect of response (target versus other) on P3 amplitude was overall 

significant; but, interestingly, for the steep-slope categorizers, it seemed to be strongly 

modulated by the degree of the distance between the stimulus and the target (i.e. stronger 

effect of response for stimuli that were acoustically closer to the target). Together these 
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pictures were 300 × 300 pixels in size, while the X had 66 pixels width and 80 pixels 

height. 

 

 

Figure 6.2 Presentation of the LGP visual stimuli in a pentagonal configuration 
 

At the beginning of each trial, along with the five stimuli, a red circle appeared at 

the center of the screen. This turned blue after 500 ms, cueing the participant to click on 

it to start the trial. This delay gave time to the participants to briefly look at the pictures 

before hearing the target word, thus minimizing eye-movements due to visual search 

(rather than lexical processing). As soon as participants clicked on the circle, it 

disappeared and the auditory stimulus was played. Participants then clicked on the picture 

corresponding to the word they heard, and the trial ended. There was no time limit on the 

517 pixels
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trials, and participants were not encouraged to respond quickly, but they typically 

responded in less than 2 sec (M = 1325.43 ms, SD = 200.1 ms). 

6.2.5.4 Eye-tracking recording and analysis. Recording and pre-processing of 

eye-movements was identical to that described in Chapter 5 (Section 5.2.5.4). The only 

difference was in assigning fixations to objects; boundaries around the objects here were 

again extended by 100 pixels or to the end of the screen, whichever was shorter. This did 

not result in any overlap between the objects. 

 

6.2.6 Spoken word recognition in noise (speech-in-noise) task 

In order to measure how well participants cope with noise during spoken word 

recognition, we presented a sample of 100 words taken from the “Easy-Hard” Word 

Multi-Talker Speech Database (Torretta, 1995). Half of the words were classified as 

“hard” and half as “easy” (by the developers of the test) based on frequency and 

neighborhood density measures. Specifically, the “easy” words had high frequency and 

few neighbors with a lower mean frequency than the target word; while the “hard” words 

had low frequency and many neighbors with higher mean frequency than the target word. 

Each word was presented in three different voices (10 different voices were used in the 

task, five male and five female) and each of the three presentations also varied in terms of 

the speaking rate in which the word was recorded (a fast, medium, and slow speaking rate 

condition were used), yielding 300 trials.  

Words were masked with white noise at an SNR of 8 dB. For testing, words were 

presented one at a time over high quality headphones. Participants responded by typing 

the word they heard and were given unlimited time. Accuracy was computed 
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automatically and further checked offline by trained research assistants, who corrected 

any typos. 

 

6.3 Results 

 Participants performed all tasks successfully with the exception of one participant 

who failed to follow the instructions for the VAS tasks and was dropped from all 

analyses of VAS-based measures. 

 We start by reporting simple correlation and regression analyses that 1) replicate 

findings from the prior experiments; 2) explore the stability of both VAS slope and cue 

integration across different types of stimuli (both speech and visual stimuli); and 3) 

examine the relationship between these measures and the new speech perception in noise 

task. We next turn to our primary question as to whether measures of categorization 

gradiency are related to flexibility in recovering from lexical garden paths. 

 

6.3.1 Phoneme categorization gradiency and secondary cue use 

We started by fitting participants’ responses in the phoneme and visual VAS tasks 

using the rotated logistic function (see Section 2.1.3). Overall fits were good (R2 = .97 

and R2 = .95 respectively)15. We next fitted participants’ 2AFC responses using the 

logistic function described in Section 2.3.3. Overall fits were good (R2 = .99).  

Then we examined whether and how the three VAS slopes (labial, fricative, and 

visual) were correlated to each other. VAS slope in the labial-onset VAS task was not 

significantly correlated with VAS slope extracted from the visual VAS task (r = .205, p = 

                                                 
15 Six fits (1 from the visual VAS task and five from the labial VAS task) were excluded due to problematic 
fits. 
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.116). The same was true for the correlation between fricative VAS slope and visual VAS 

slope (r = .107, p = .39). However, the two phoneme VAS slopes (for fricative and labial 

stimuli) were marginally correlated to each other (r = .231, p = .076). This pattern of 

results overall agrees with the results we reported in Chapter 5 (i.e. stronger correlations 

between phoneme categorization slopes, than between phoneme and visual slopes), 

though it also suggests that individual differences in gradiency may derive more from 

how individual acoustic cues are processed than from an overall inclination to be more or 

less gradient across cues.  

We subsequently looked at whether the estimates of secondary cue use (from the 

2AFC task) were correlated to each other across the three sets of cues (F0, vowel length, 

and formant transition). We found F0 use to be positively correlated with use of vowel 

length (r = .264, p < .05; see Figure 6.3.A), and also with formant transition use in 

fricative categorization (r = .260, p < .05; see Figure 6.3.B). Formant transition and 

vowel length were also marginally correlated with each other (r = .210, p = .090; see 

Figure 6.3.C).  

 

 

Figure 6.3 Scatterplots of different types of secondary cue use 
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Despite these significant (or marginal) correlations, it is important to note that 

these are only small to moderate effects, suggesting that individual differences in cue use 

may vary depending on the particular cues, as well as the phonemic contrast for which 

they are used. 

We then examined whether phoneme gradiency is linked to secondary cue use. 

We computed three separate pairs of correlations: between each of the three secondary 

cues and VAS slope or residualized VAS slope from the corresponding stimulus (e.g., F0 

and VL use were correlated to VAS slope from the voicing continuum; formant transition 

use was correlated with VAS slope from the fricatives). In agreement with Experiments 1 

and 2, F0 use was significantly correlated with VAS slope (r = -.348, p < .01), as well as 

residualized VAS slope (r = -.371, p < .01). However, use of vowel length was not 

correlated with VAS slope, (r = -.095, p = .47), or residualized VAS slope, (r = -.093, p = 

.48), and for the fricatives, use of vowel/transition, was not correlated with VAS slope, (r 

= -.163, p = .191), or residualized VAS slope, (r = -.129, p = .31). 

Overall, these results suggest that individuals that are highly gradient in one 

phoneme distinction (e.g., voiced versus unvoiced labial stop consonants) are somewhat 

more likely to be gradient when performing other types of phoneme distinctions (e.g., 

fricatives) as well. This agrees with and expands the results from Experiments 1 and 2, 

where we found significant correlations between the VAS slopes from two types of stop 

consonants (labial and alveolars), and with Kong and Edwards (submitted) who found 

good test/re-test reliability for VAS slopes (though within the same cue). Similarly, 

secondary cue use also seems to be a characteristic of individuals’ speech perception 
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pattern, with individuals showing higher use for one secondary cue (e.g., F0), also 

showing high use of other cues (e.g., vowel duration and vowel/transition information). 

However, both of these latter effects are somewhat small, suggesting there may be more 

to these differences than simply an overall gradient approach to speech. Third, as in 

Experiment 2, gradiency in the speech domain was not robustly correlated with visual 

gradiency, and the relationship between cue integration and gradiency holds even when 

we account for the visual VAS slope. Lastly, these results replicate the finding also 

reported in Experiments 1 and 2, that gradiency is correlated with multiple cue 

integration, with higher use of pitch information predicting higher phoneme 

categorization gradiency. However, it is interesting that we did not find evidence for an 

equivalent relationship between gradiency and the use of other types of secondary cues 

(i.e. vowel length for voicing, and formant transition for frication). We return to this 

pattern of results in the Discussion. 

 

6.3.2 Gradiency and spoken word recognition in noise 

We next examined the role of phoneme categorization gradiency in language 

processing using a direct measure of speech perception accuracy. We started by 

investigating which of the stimuli characteristics are important for accuracy in the 

speech-in-noise task. To do so, we fitted a logistic mixed effects model with trial-by-trial 

accuracy as the dependent variable. Fixed effects included 1) difficulty (determined by 

the authors of the test based on frequency and neighborhood density); 2) speaking rate 

(effect-coded into two variables, one comparing fast rate to the slow rate [FR=1, SR=-1], 

and the other comparing fast rate to the medium rate [FR=1, MR=-1]); and 3) the 
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difficulty × rate interaction. The maximal random effect structure justified by our data 

included a random slope of difficulty for subjects and a random slope of rate for items.  

Difficulty showed a marginally significant effect, B = .308, z = 1.73, p = .084. 

However, speaking rate showed a more robust effect, with fast rate predicting 

significantly worse performance than slow rate, B = -.347, z = -3.27, p < .01, and 

marginally significantly worse performance compared to medium rate, B = -.173, z = -

1.65, p = .099. None of the interaction terms were significant. 

To assess the relationship between categorization gradiency and perception of 

speech in noise, we fitted a pair of models which included the same fixed and random 

effects as above with the addition of either VAS slope or residualized VAS slope 

(extracted from the labial categorization task) as a between-subject fixed effect. Neither 

the addition of VAS slope, χ2(1) = .001, p = .97, nor that of residualized VAS slope, χ2(1) 

= .025, p = .88, improved the fit of the model. The same was true in regard to the addition 

of the VAS slope, and residualized VAS slope extracted from the categorization of 

fricatives, VAS: χ2(1) = .018, p = .89; residualized VAS: χ2(1) = .255, p = .61. Thus, 

phoneme categorization gradiency does not appear to play a role in how well listeners can 

comprehend speech in a noisy background. These results are consistent with Experiment 

1, where gradiency was not correlated with performance in the AzBio task. 

 

6.3.3 Gradiency and recovery from lexical garden paths 

Next we addressed whether maintaining within-category information (i.e. higher 

gradiency) helps listeners when they need to reconsider their initial interpretation of the 

input. We started by considering the listeners as a whole, both to replicate McMurray et 
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al. (2009) and to understand the range of measures that may be useful as correlates of 

individual differences. 

We first investigated the strength of different effects on participants’ accuracy, 

response times, and eye-movements in order to identify which factors should be included 

in the primary analyses. Next, we performed our main analyses focusing more closely on 

(1) how listeners dealt with the lexical garden paths induced by our stimulus 

manipulation and (2) whether their ability to cope with ambiguities was related to 

phoneme categorization gradiency. 

For all analyses raw VOT step (1-7) was recoded as distance from the target (i.e. 

target distance or tDist), similarly to McMurray et al. (2009). For example, for a stimulus 

with an onset VOT step of 1 (0 ms), tDist took a value of 0 for voiced-onset targets (e.g., 

the bumpercar-pumpercar continuum) and 6 for non-voiced-onset targets (e.g., the 

pumpernickel-bumpernickel continuum), while for a stimulus with an onset VOT step 7 

(48 ms), tDist was coded as 0 for non-voiced-onset targets and as 6 for voiced-onset 

targets. This was done to allow us to collapse the voiced and voiceless continua (e.g., we 

could collapse the bumpercar→pumpercar and the pumpernickel→bumpernickel 

continua). When this was done, an additional term indicating the voicing of the word 

endpoint was included in the analysis. 

6.3.3.1 Preliminary analyses: Effects of distance from target and splice. 

Participants performed the task without problems and responded rapidly (M = 1325.43 

ms, SD = 200.1 ms). We examined the mouse click (identification) responses to 

determine if the participants were able to recover from the garden path at all. For 

completely unambiguous targets stimuli (tDist = 0), accuracy averaged 96% (SD = 8%). 
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For these same trials they clicked on the competitor on 1% of trials, on the filler item on 

1% of trials, and on the X on 2% of the trials.  

As shown in Figure 6.4, as tDist increased, participants were more likely to click 

on the X (indicating that none of the pictures on the screen matched what they heard). 

However, even when the VOT was completely mismatching, participants still selected 

the target word 25.2% of the time. It is also crucial to note here that even when the onset 

of the stimulus fully matched the onset of the competitor (i.e. tDist = 6) the participants 

clicked on the competitor picture only 6% of the time. 

 

 

Figure 6.4 Average proportion of clicks to the target/competitor/filler/X as a function of 
stimulus distance from the target (tDist) 

 

To assess these effects statistically, we examined the main effects of our stimulus 

manipulations on participants’ accuracy and response times. We also conducted a 
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1) distance from the target (tDist); 2) target voicing (whether the target started with a /b/ 

[e.g., barricade] or /p/ [parakeet]; and 3) splice condition (i.e. whether the onset and 

offset of a stimulus came from the same or a different item; see Figure 6.1). These three 

factors and their interactions were entered in a set of mixed effects models as fixed 

effects. The purpose of these analyses was to help us decide whether we should keep 

these factors in our main analyses, or collapse across them.   

In the first analysis, we fitted a mixed effects model with random slopes of target 

distance (tDist) for subject and item. Target voicing and splice were effect-coded and the 

dependent variable was accuracy (logit-transformed; see Figures 6.5.A and 6.5.B). We 

found a significant main effect of distance from the target, B = -1.795, t(27) = -12.32, p < 

.001 and target voicing, B = 1.014,  t(8) = 2.77, p < .05, but not splice t < 1. None of the 

interactions were significant. 

In the second analysis, the same random and fixed effects were used as in the 

accuracy analyses and RT was entered as the dependent variable. Only correct trials were 

included and RTs were log-transformed because the distribution was substantially 

positively skewed. There was a significant main effect of distance from the target, B = 

.054, t(45) = 10.18, p < .001, and a marginally significant effect of target voicing, B = -

.041, t(8) = -2.03, p = .076. Neither the splice condition, t < 1, nor any of the interactions 

were significant (see Figure 6.5.C).  
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Figure 6.5 Mean reaction times as a function of splice and distance from target (tDist; 
panel A); proportion of looks to the target as a function of splice and distance from target 
(tDist; panel B); mean accuracy as a function of VOT step for matching splice (panel C) 

 

Lastly, we examined the eye-movement data – specifically, participants’ looks to 

the picture of the target (see Figure 6.5.D). Figure 6.6.A shows the proportion of trials on 

which the participant was fixating the target at each 4 ms time window. As seen in Figure 

6.6.A, participants seemed to look more to the target when the auditory stimulus was very 

similar to the target (small tDist), and looks fell off gradiently as tDist increased. 

However, as Figure 6.6.B shows, splice condition did not seem to have an effect. To test 
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these statistically, we fitted a mixed effects model with the same random and fixed 

effects as the two previous models (random intercepts and random tDist slopes for 

subject and item) and looks to the target as the dependent variable. Our measure of looks 

to the target was the average proportion of looks to the picture of the target within a time 

window starting at the point of disambiguation of the stimulus (POD; corrected for 200 

ms oculomotor delay) and until 2000 ms. As in the RT analyses, only correct trials were 

included.  

 

      

   
Figure 6.6 Proportion of fixations to the target as a function of: 1) time and rVOT (panel 

A) and 2) time and splice condition (panel B) 
 

As expected, there was a significant main effect of distance from the target, B = -

.263, t(13) = -10.38, p < .001. None of the other main effects were significant, but the 

three-way interaction was, B = -.031, t(5577) = -2.05, p < .05. To investigate this 

interaction, we split the data by voicing target. We found a significant main effect of 

distance from the target for both voiced-initial, B = -.282, t(5) = -9.60, p < .001, and 
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unvoiced-initial targets, B = -.237, t(6.5) = -5.79, p < .001. Neither splice, nor the splice × 

distance interaction were significant. 

In sum, the preliminary analyses showed a robust effect of distance from the 

target for all measures and target voicing for accuracy and RT. Therefore, we decided to 

keep distance from the target (tDist) and target voicing in our main analyses and collapse 

the data across splice condition. 

6.3.3.2 Primary analyses: Effects of gradiency on lexical garden paths. Next we 

turned to our primary question, that is, whether phoneme categorization gradiency affects 

how people recover from lexical garden paths. We did so in three steps, each one 

examining a different aspect of performance in the VWP task. First, for each trial we 

determined whether the participant fixated the competitor prior to the POD (a “garden 

path” trial), and analyzed the proportion of garden-pathed trials. Second, for each garden 

path trial, we determined whether the participant “recovered” by ultimately looking at 

and/or selecting the correct target, even though they had looked at the competitor prior to 

the POD (only garden path trials were included in this analysis). And third, we examined 

latency of recovery (i.e. how long it took participants to look to the picture of the target 

after the POD; only recovered trials were included in this analysis).  

We used mixed effects models to evaluate the effect of gradiency (VAS slope) on 

all three garden path measures. For all analyses, raw proportions were logit-transformed 

and the latency measure was log-transformed because the distribution of raw values was 

positively skewed. In addition, the VAS slopes included in these models correspond to 

the stop-initial stimulus set (rather than the fricative-initial), because the acoustic 

manipulation in that set (i.e. VOT × F0) most closely matched the stimuli used here. 
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The first analysis examined how likely participants were to look at the competitor 

item (e.g. the picture of a parakeet when listening barricade) prior to the POD. To 

compute this, each trial was given a value of 1, if the participant looked at the competitor 

for any amount of time before the POD for that specific stimulus, and a 0 otherwise. This 

was averaged within cell, logit-transformed, and examined as a function of 1) target 

distance, 2) target voicing, and 3) the participants’ estimate of gradiency (either VAS 

slope or residualized VAS slope). In the first model, the maximal random effects 

structure justified by our data included random intercepts and random slopes of distance 

from target for both subjects and items. A second model was similar to the first, differing 

only in including residualized VAS slope instead of VAS slope in the fixed effects.  

 

 
Figure 6.7 Proportion of garden-pathed trials as a function of distance from the target 

(tDist) for each gradiency group 
 

These models showed that distance from the target was a significant predictor of 

the proportion of garden-pathed trials in both models where the other fixed effect was 

VAS slope, B = .673, t(11) = 9.46, p < .001, and residualized VAS slope, B = .674, t(11) 
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= 9.49, p < .001, with greater distance from the target predicting higher proportion of 

garden-pathed trials. This replicates McMurray et al. (2009) and suggests that the 

likelihood of committing to the incorrect option is a function of fine-grained differences 

in VOT. Target voicing was not significant in either model, B = -.226, t(8) = -1.63, p = 

.141, B = -.231, t(8) = -1.68, p = .132, suggesting results were similar on both sides of the 

continuum. Also, neither VAS slope, t < 1, nor residualized VAS slope, t < 1, were 

significant predictors in these models. Lastly, none of the interaction terms were 

significant. This suggests that phoneme categorization gradiency does not affect the 

likelihood of a listener activating a competitor word based on early misleading 

information (see also Figure 6.7), consistent with the within-category lexical gradiency 

results of Experiment 2. 

Next we looked at the likelihood of recovery (i.e. proportion of recovered trials) 

across participants. Recovered trials were defined as trials in which participants first 

looked to the competitor picture some time before the point of disambiguation (i.e. 

garden-pathed trials as defined in the previous section), and then looked to the picture of 

the target sometime after the point of disambiguation. Recovered trials also included 

trials for which participants looked at the target, but ultimately clicked elsewhere 

(predominantly the X). We made the decision to include these trials because we believe 

that the kind of recovery we are interested in (i.e. at the level of lexical activation) 1) is 

better reflected by eye-movements and 2) may not directly map to the participants’ 

ultimate decision to click on the target or not.  

Raw proportion of recovered trials were logit-transformed prior to analysis. Two 

mixed effects models were fitted with identical fixed and random effects structures as 
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described above; they differed only on whether VAS slope or residualized VAS slope 

was used. Distance from the target was a significant predictor of recovery rate 

independently of whether the second fixed effect was VAS slope, B = -1.016, t(13.1) = -

8.45, p < .001, or residualized VAS slope, B = -1.005, t(12.6) = -8.24, p < .001, with 

greater distance from the target predicting lower recovery rates (as expected). Target 

voicing was also significant in both models, B = 1.203, t(8) = 4.75, p < .01, B = 1.212, 

t(8) = 4.73, p < .01. In addition, even though VAS slope was not a significant predictor, t 

< 1, residualized VAS slope was found to be a marginally significant predictor of 

recovery rate, B = -.510, t(46.0) = -1.88, p =.067, with shallower slope (i.e. more 

gradiency) predicting higher likelihood of recovery. Lastly, the distance × VAS slope 

interaction was marginally significant, B = -.441, t(47.6) = -1.87, p = .068, while the 

distance × residualized VAS slope interaction was significant, B = -.155, t(46.5) = -2.27, 

p < .05.  

 

 
Figure 6.8 Proportion of recovered trials as a function of distance from the target for each 

gradiency group 
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In order to investigate these interactions, we split the data into high (tDist > 3) 

and low (tDist < 3) distance from the target. For low distance from the target, neither 

VAS slope, t < 1, nor residualized VAS slope, t < 1, predicted recovery from lexical 

garden paths. However, for stimuli that were highly divergent from the target, even 

though VAS slope was not a significant predictor, B = -1.443, t(47.7) = -1.31, p = .196, 

residualized VAS slope significantly predicted recovery from lexical garden paths, B = -

.696, t(46.5) = -2.19, p < .05, with participants with shallower VAS slopes (i.e. more 

gradiency) showing higher likelihood of recovery (see also Figure 6.8).  

Lastly, we looked at the effect of gradiency on the time it took participants to 

recover from lexical garden paths. This was calculated as the time from the point of 

disambiguation (plus 200 ms to account for the time it takes to plan an eye-movement) 

until the first fixation to the target. Only recovered trials were included in these analyses 

(i.e. trials in which participants garden-pathed sometime before the point of 

disambiguation, but recovered after it). Two mixed effects models were fitted with the 

same fixed and random effects as in the previous models.  

 



178  
 

 
Figure 6.9 Delay of recovery as a function of distance from the target for each gradiency 

group. 
Note: delay of recovery = [time of look to the target] - [point of disambiguation] – [200 ms (oculomotor 
delay)] 

 

Distance from the target was again a significant predictor of recovery speed 

independently of whether the second fixed effect was VAS slope, B = .033, t(8.4) = 6.98, 

p < .001, or residualized VAS slope, B = .033, t(8.5) = 6.29, p < .001, with greater 

distance predicting slower recovery (as expected). In addition, the distance × target 

voicing interaction was significant in both models, B = .020, t(8.3) = 4.22, p < .01, B = 

.019, t(8.3) = 3.84, p < .01. Neither VAS slope, t < 1, nor residualized VAS slope, t < 1, 

were significant predictors in these models. Lastly, none of the other interaction terms 

were significant. 

Our main analyses showed that phoneme categorization gradiency may not affect 

the likelihood of a listener making a lexical garden-path (Figure 6.7), or how fast they 

recover from it (Figure 6.9); however, it does predict the likelihood of a listener 

recovering from a lexical garden path, when it comes to stimuli that diverge greatly from 

the target (Figure 6.8). 
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6.4 Discussion 

In discussing the findings from Experiment 3, we will first focus on the key 

results regarding the consequences of phoneme categorization gradiency for different 

aspects of language processing. Then we will turn to our secondary findings on phoneme 

categorization gradiency and multiple cue integration across different phonemic 

contrasts. 

 

6.4.1. Consequences of phoneme categorization gradiency  

The primary goal of Experiment 3 was to more closely examine the functional 

role of phoneme categorization gradiency in speech perception. Specifically, our 

hypothesis was that individuals with higher levels of gradiency should deal better with 

noise and/or temporary ambiguities.  

To test whether categorization gradiency affects individuals’ ability to filter out 

noise, we administered a speech-in-noise task, similar to that of Experiment 1, but with 

isolated words as stimuli instead of sentences, so as to eliminate potentially helpful top-

down information and force listeners to rely more heavily on bottom-up processing. 

Despite this change in our stimuli, once again we did not find evidence to support the 

hypothesis that maintaining gradient representations partially active affects (in a positive 

or negative way) listeners’ ability to filter out external noise. Furthermore, even though 

Experiment 1 did find a marginal correlation between participants’ degree of 

categorization gradiency and their performance in a speech perception in noise task, this 

correlation disappeared after accounting for the variance in participants’ performance 

explained by executive function measures. More broadly, the findings from both 
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experiments appear to agree that phoneme gradiency does not seem to matter for speech 

perception in noise accuracy. 

This does not mean there are no differences between listeners in how they solve 

this problem, but it could mean that both ways (categorizing phonemes more or less 

gradiently) are good enough when it comes to filtering out noise. In addition, we need to 

consider that tasks measuring language comprehension via self-report, are also highly 

sensitive to the amount of effort participants put into them; no matter whether it is due to 

personality traits or circumstantial fluctuations in motivation, participants’ performance 

in tasks like these is likely affected by their level of engagement.  

In contrast, an alternative approach to examining the relationship between 

categorization gradiency and speech perception processing is to use a measure of 

language processing that is not outcome-based and thus, not as sensitive to participants’ 

degree of effort. By using this kind of measurements, we can ask different questions that 

are more closely linked to our theoretical hypotheses regarding speech perception. 

Adopting this approach, we next asked whether and how different degrees of gradiency 

affect the way listeners deal with temporary ambiguities in the signal. To test this, we 

used a visual world paradigm task originally used by McMurray and colleagues (2009), 

in which participants are presented with auditory stimuli that have been manipulated to 

induce lexical garden paths (e.g. bumpernickel). Analyses of the eye-movement data from 

this task showed that in such cases participants do temporarily activate the competitor 

word (bumpercar), but are usually able to recover later and activate the correct item. 

Phoneme categorization gradiency did not predict the likelihood of a garden path or the 

time it took participants to recover, but it did relate to the likelihood of a listener 
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recovering from a garden path. Consistent with the notion of recovery, this effect was 

more robust for auditory stimuli that were highly dissimilar from the target (i.e. with 

higher VOT distance from the target). This pattern of findings is quite intriguing and 

provides valuable insights into the nature and functional role of phoneme categorization 

gradiency, which we discuss next.  

First, all listeners, independently of their gradiency on the VAS task, seemed to 

activate the competitor word early on and the magnitude of this activation was linearly 

related to the degree of acoustic similarity between the auditory stimulus and the 

competitor. This suggests that perceiving speech sounds in a gradient manner and, in 

turn, activating lexical candidates in a manner that reflects this gradiency are fundamental 

aspects of speech perception. This is in line with previous studies that have found 

evidence for gradiency at the level of individual cues (Toscano et al., 2010) all the way 

through lexical level processing (Andruski et al., 1994; McMurray et al., 2002, 2009) as 

characteristic of the modal listener. Crucially, this finding is also consistent with our ERP 

findings from Experiment 2, where we found evidence for linear component to the 

encoding of speech cues across gradient and categorical listeners. 

Second, however, when stimuli were highly divergent from the target, listeners 

with higher speech categorization gradiency were more likely to recover from lexical 

garden paths compared to listeners with steeper VAS slopes. This is quite intriguing, 

particularly when interpreted under the light of our ERP findings from Experiment 2. As 

we report in Chapter 5, participants showing a more categorical/step-like pattern of 

distinguishing between phonemes, also showed evidence for some kind of warping of the 

acoustic cue space around the category boundary. This could mean that the gradient 
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encoding of speech cues is distorted (to varying degrees between listeners) when it comes 

to stimuli that fall close to the category boundary. As a result, it may be more difficult (or 

even impossible) for some listeners to recover the original, undistorted input, which 

would matter in cases where the listener needs to re-process the signal in order to 

reconsider an initial erroneous interpretation. This is precisely the kind of case that we 

examined here, in our lexical garden path task, and we found evidence that listeners who 

are more likely to warp the speech signal also have lower likelihood of recovering from 

lexical garden paths.  

One possible weakness of this account is that it seems intuitive to predict that 

more warping at the level of cue encoding (e.g., Experiment 2) should also have led to 

more initial fixations to the competitor when the VOT mismatched the target, which was 

not observed here. However, it is possible that despite them being distorted, ambiguous 

stimuli could still activate multiple items. In addition, the disambiguating information (in 

the offset) may come before any lexical activation has built up enough to drive a garden 

path. These two ideas together could mean that any small differences in the bottom-up 

support words receive may not be enough to drive significant differences in the initial 

commitment, even as they affect recovery.  

There is also another, more indirect mechanism through which this warping may 

affect speech perception. Due to the weaker (or absence of) warping of ambiguous input, 

gradient categorizers may not fully suppress competing representations (e.g. when 

hearing a somewhat ambiguous bumper, they do not fully suppress the word 

pumpernickel), because the input is still highly consistent with both (or multiple) items. 

This may allow them to be better able to re-activate the more weakly activated word 
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(pumpernickel) later on. In contrast, warped input would be less consistent with the 

weakly activated word, which would make it more susceptible to the suppression from 

the more activated word. 

Whatever the exact mechanism is, the ability to re-activate previously ruled-out 

items is particularly useful in cases where the input may be misleading early on; 

however, it may also be useful in a variety of situations in which ambiguity in the signal 

may lead to errors. Such ambiguities may stem from speech errors, unfamiliar accents, or 

external noise in the listening environment. If we consider the commonality of such 

conditions, it becomes clear that being able to point to the factors that may help listeners 

recover better from such ambiguities would have significant benefits across a wide range 

of circumstances.  

 

6.4.2 Speech gradiency and multiple cue integration as properties of individuals’ 

language processing 

We now turn to our secondary findings. Here, we see a number of places in which 

we have extended our understanding of what exactly differs among individuals in terms 

of both the VAS slope and our 2AFC measures of cue integration. 

First, we found that neither of the two measures of phoneme categorization 

gradiency (labial or fricative) were correlated with visual categorization gradiency, but 

they were marginally correlated to each other. This is in line with our corresponding 

findings from Experiments 1 and 2, showing significant correlations among measures 

collected via phoneme VAS tasks. In addition, this is consistent with our assumption that 

our VAS-based measure of gradiency reflects differences in how listeners categorize 
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phonemes and not arbitrary task demands; which is also supported by our findings 

throughout Experiments 2 and 3, where we observe a great overlap between results 

involving VAS slope and residualized VAS slope. In contrast, none of the two phoneme 

VAS slopes was significantly correlated with the visual VAS slope. This suggests that the 

phoneme categorization gradiency measured by our task is tapping into speech processes 

without being substantially affected by task-related biases. Despite the correlations 

among VAS slopes for the speech tasks, it is important to point out that the correlations, 

while significant, were small, suggesting that much of the VAS response may be geared 

to a specific phonetic contrast or cue, and is less a general property of the listeners’ 

speech perception system. 

Second, in line with Experiments 1 and 2, as well as previous work by Kong and 

Edwards, submitted), our results showed that individuals with higher categorization 

gradiency scores use pitch information to a higher degree. However, we did not find a 

significant correlation between categorization gradiency and the other two measures of 

secondary cue use (vowel length for stop consonants and formant transition for 

fricatives). This suggests that the link between categorization gradiency and use of pitch 

information does not apply to all secondary cues.  

Distinguishing between the cases in which secondary cue use and gradiency are 

related versus those in which they are not, may shed light onto the nature of their 

relationship. For example, one of the possible interpretations for this correlation, 

discussed at the end of Chapter 4, is that there is a third factor (e.g. executive function) 

that causes both higher gradiency and higher secondary cues use. This means that the 

correlation should hold independently of whether the two cues are available close 
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together in time (e.g. VOT and F0) or not (e.g. VOT and vowel length, which only 

becomes known at the end of the vocalic portion). Our results, showing that use of vowel 

length and gradiency are not correlated, suggest that this might not be the case and is 

more consistent with a direct causal link between secondary cue use and gradiency (even 

though we cannot say much about its direction at this point).  

Alternatively, we should also consider the possibility that there is something 

qualitatively different in the relationship between VOT and pitch, compared to the other 

combinations of speech cues. For example, it could be suggested that due to their close 

temporal proximity, VOT and F0 are perceptually integrated and processed as one cue. In 

contrast, VOT and vowel length are much more temporally separated, while frication and 

transition are spectrally quite independent. Thus, it could be the fact that VOT and F0 are 

perceptually more integrated that is driving this relationship.  

These sorts of integral (vs. separable) perceptual dimensions have been explored 

previously in speech. In fact, Kingston, Diehl, Kirk, and Castleman (2008) used the 

Garner paradigm to show that VOT and F0 may be perceptually integral. They further 

showed that the critical property that drives perceptual integration is the continuation of 

low frequency energy across the vowel-consonant border. However, as the authors point 

out, such a continuation is not possible in stop-initial syllables in English because voicing 

always starts shortly after the closure’s release. Therefore, since we do not have enough 

evidence to support such a perceptual integration, it remains unclear whether this is the 

case or not. 

Lastly, the weak but consistently positive correlations between our three measures 

of secondary cue use suggest that multiple cue integration as a whole is at least partly a 
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property of the individual − some listeners are more likely than others to rely on 

additional cues. However, again, the small size of the correlations also suggest that 

listeners seem to adopt idiosyncratic weightings of individual cues. Therefore, further 

experiments manipulating the type and availability of the two cues are needed for us to 

achieve a better understanding of the exact nature of this link. 

 

6.5.3 Conclusions 

In conclusion, the primary goal of Experiment 3 was to investigate the potential 

consequences of phoneme categorization gradiency in language comprehension. Our 

results indicated that despite gradiency being a fundamental aspect of speech processing 

across listeners, individual differences do exist and they seem to affect the way in which 

listeners recover from initial errors in interpreting ambiguous stimuli.   
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CHAPTER 7: ALTERING CATEGORIZATION GRADIENCY VIA TRAINING 

(EXPERIMENT 4) 

7.1 Introduction 

 The previous experiments explored the sources and consequences of phoneme 

categorization gradiency and its links to general, non-speech processes (such as executive 

function), lower-level perceptual encoding, as well as mid-level lexical processes. The 

primary conclusions that we can draw thus far are that (1) gradiency is a fundamental 

aspect of speech perception (Experiments 1-3), (2) listeners differ substantially in the 

degree to which they maintain gradiency in later response stages (Experiments 1-3), (3) 

these differences seem to stem from differences in the early encoding of speech cues 

(Experiment 2), and (4) greater gradiency helps listeners recover from early 

misinterpretations (Experiment 3). This last finding suggests that gradiency may play a 

positive role in spoken language comprehension, at least in certain cases.  

This does not necessarily mean that greater gradiency is always good, but it does 

suggest that different degrees of gradiency may be more or less helpful depending on the 

task at hand and the specific difficulties listeners have to deal with. Therefore, increasing 

(or decreasing) categorization gradiency may have a substantial positive impact on how 

we process language. However, we do not know whether we can change the degree to 

which listeners exhibit more or less phoneme categorization gradiency. If anything, our 

results from Experiment 2 seem to suggest that these differences are based on early 

perceptual differences in how listeners encode acoustic cues (in a more or less warped 

way) – and this may be difficult to adjust, particularly in adulthood. Even if the way in 

which cues are encoded cannot be changed, however, short-term training may potentially 
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allow listeners to modify the way in which they use whatever information they have 

available. Addressing this question would not only provide useful theoretical insights as 

to the nature of categorization gradiency in speech perception, but it may also have great 

implications for the design of training paradigms that aim at improving how individuals 

deal with ambiguities in spoken language. 

There is indeed some evidence that listeners can change the gradiency of the 

mapping between speech cues and categories. For instance, Clayards, et al (2008) showed 

that it may be possible to change how listeners map continuous acoustic cues like VOT to 

words via probabilistic training. During training, listeners were exposed to one of two 

different types of VOT probability distributions; stimuli either came from distributions 

with high variance (14 ms), or low variance (8 ms), while the distribution means were 

kept the same between groups (0 ms for voiced and 50 ms for unvoiced). Both behavioral 

responses and eye-movements in a following task revealed a significant difference 

between the two groups in terms of the sharpness of their categorization slopes, with 

shallower slopes observed for listeners exposed to the wide VOT distributions. These 

results suggest that listeners are not only able to maintain fine-grained within-category 

cue information, but they are also sensitive to the probabilistic properties of their 

distributions of occurrence. 

Experiment 4 also examined whether we can train participants to change the way 

they categorize phonemes. Crucially, in contrast to Clayards et al (2008), we used our 

VAS-based measure to more closely test whether we can manipulate listeners’ 

categorization gradiency, as well the way in which they combine multiple speech cues. In 

addition, we employed a more rigorous training design by adding feedback. This 
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each of the three VAS parameters (crossover, slope, and theta angle) extracted from the 

post-training VAS task as the dependent variable in three separate analyses. Training 

condition was entered as a fixed effect (dummy-coded into two contrasts comparing the 

first and second condition to the last one), while the corresponding VAS parameters from 

the pre-training were used as a covariate.  

The effect of training condition was not significant for any of the parameters 

(crossover: F(2,91) = 1.41, p = .25, η2 = .03; slope: F < 1; theta angle: F(2,91) = 1.32, p = 

.27, η2 = .03). 

 

  

 
Figure 7.6 Effect of training on VAS ratings per training group 

 

7.4 Discussion 

 The results from Experiment 4 are not consistent with the hypothesis that we can 

use feedback-based training to change how listeners map acoustic cue information to 

phoneme categories. Specifically, our training manipulation did not seem to affect any of 

the parameters that we extracted from the VAS task.  
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CHAPTER 8: GENERAL DISCUSSION 

There appears to be a divide in the speech perception literature with respect to the 

issue of whether phoneme categories are gradient or discrete. On one hand, the idea of 

categorical perception—which argued for a discrete encoding of the signal—has lost 

support as a plethora of basic research studies documented that the typical listeners 

maintain within-category information and use it to activate lexical items in a gradient 

way. On the other hand, there is a widely accepted idea among researchers studying 

atypical populations according to which, sharp, step-like categorization of phonemes is 

the desirable outcome, and any information that does not serve this goal should be treated 

as noise.  

In the middle stands our evidence (along with that of Kong and Edwards) 

showing robust individual differences among typical listeners; some individuals exhibit a 

more gradient pattern, while others are more categorical. The primary purposes of this 

dissertation was to  determine what factors give rise to individual differences in phoneme 

categorization gradiency; and what are the consequences of individual differences in 

phoneme categorization gradiency for downstream language processes. Ultimately, a 

more thorough understanding of these issues may allow us to reconcile the two seemingly 

discrepant accounts of speech perception described above. 

In this final chapter, I will briefly review the key results of Experiments 1-4, 

highlight systematic patterns of results across tasks, and discuss possible interpretations 

and conclusions we can draw in regard to the specific questions we laid down in Chapter 

1, as well as broader insights in regards to the mechanisms underlying speech perception 

as a whole.  
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difficult to maintain alternative interpretations of the signal active, resulting in a more 

categorical response. However, the results from Experiment 2 (Chapter 5) did not provide 

evidence for such a link.  

This finding, was at first surprising, however, it is in a way consistent with our 

argument made earlier in regard to the role of executive function; it seems that higher 

processes, both within and outside the language system, may play a role in handling the 

output of the phoneme categorization processes (what we are measuring with the VAS), 

but they do not seem to determine how gradient that output is. In contrast, as we discuss 

shortly, our findings point to a different locus of categorization gradiency at an earlier 

processing stage. 

 

8.4.3 Perceptual sources of phoneme categorization gradiency 

Next, we examined the role of the early perceptual encoding of a primary speech 

cue (VOT). In particular, our hypothesis was that differences at a somewhat low level of 

perception are related to the variability we observe in the VAS task. As a measure of 

VOT encoding we used the amplitude of an early ERP component found to be linearly 

related with VOT: the N1 (Toscano et al., 2010). The linearity of the relationship 

between VOT and N1 amplitude has been taken as evidence in support of 

continuous/gradient perception of acoustic cues, and also documents that it is a useful 

measure of pre-categorical encoding of acoustic cues (at least VOT).  

Thus, our prediction was that, if differences in VAS gradiency are caused by 

differences in the early encoding of speech cues, this linear pattern should be disrupted in 

the case of individuals with steeper VAS slopes. Indeed, this is what we found; 
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individuals with steeper VAS slopes showed a different function linking VOT to N1. 

Specifically, we found that for those individuals, a hybrid model combining a linear with 

a step-function describes better VOT encoding. In contrast, when we only looked at the 

brain responses of individuals with more gradient VAS response functions, that step-

function of VOT did not explain a significant portion of the N1 variance over and above 

the purely linear model. It should also be noted that for steep categorizers, the said step-

like function was centered at each individual’s category boundary – thus reflecting a 

category-driven warping effect. This provides evidence for the first time that for some 

individuals, encoding of speech cues may be more strongly affected by category-related 

information and that the locus of this effect is perceptual. Despite the evidence for a 

significant effect of a step-function, we did not find evidence to support a pure 

categorical perception model. Specifically, even for listeners who showed this effect, we 

found that a hybrid linear/step-function model was a better fit of the data compared to an 

exclusively step-function model.   

In addition to the N1, we also used the P3 ERP component as a marker of later 

processing, which is thought to reflect categorization rather than early perceptual 

encoding of acoustic information. In this case, we expected to find a more robust marker 

of categorization for steep-slope categorizers (i.e. stronger P3). However, what we found 

was the opposite: a higher amplitude component for the gradient categorizers. In addition, 

the expected effect of response (i.e. stronger P3 for trials with “target” response”) was 

robust only for gradient categorizers. This finding was again quite surprising, however, 

one possible interpretation is that for more categorical listeners, categorization is partially 

performed earlier (via the perceptual warping described earlier). Thus, if the P3 reflects 
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to some degree the effort of the system to generate a categorical output, then it would 

make sense that, if the input to this process is already “pre-warped” during the previous 

perceptual stage, less effort is required.  

Given the lack of a robust P3 component, we will build our theoretical discussion 

around the results from the stronger N1 component. Overall, these results provide 

invaluable insights into the processes subserving phoneme categorization and speech 

perception more generally. As argued in the Experiment 2 Discussion (Chapter 5), our 

findings seem to be consistent with some kind of early perceptual warping of the acoustic 

space close to the category boundary—for a subset of listeners. In other words, the 

acoustic input may be distorted during early perceptual stages of processing in a way that 

between-category differences are amplified. This account, we believe, is quite viable 

because it is in line with a wide range of behavioral and neuroimaging research findings 

showing better discrimination of acoustic differences that fall in different phoneme 

categories (Chang et al., 2010; Dehaene-Lambertz, 1997; Liberman & Harris, 1961; 

Phillips et al., 2000; Pisoni & Tash, 1974; Repp, 1984; Sams et al., 1990; Schouten & 

Hessen, 1992).  

Critically, however, warping does not mean extinguishing sensitivity to within-

category information. That is, the warping we demonstrate is not consistent with strong 

forms of categorical perception. As it has been demonstrated by a number of studies, 

typical listeners are sensitive to within-category differences and it has been a challenge in 

the past to reconcile these studies with the findings showing better between-category 

discrimination. Our evidence for warping in some listeners may thus offer an integrative 

account that shows how both of these aspects of perception (better between-category 
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discrimination and sensitivity to within-category differences) can coexist. Listeners can 

have enhanced discrimination at the boundary without losing the benefits of encoding 

fine-grained detail. In that way, our findings seem to support a type of model much like 

that proposed by Pisoni and Tash (1974) in suggesting that listeners use both continuous 

and categorical information. In addition, our results extend this account by showing that 

the relative strength (i.e. weighing) of each of these two facets of speech processing may 

differ substantially between individuals.  

The question that emerges from these findings is: why do listeners differ in that 

respect? According to recent findings from neuroscience, there is evidence that speech 

processing may be served by multiple pathways (Blumstein et al., 2005; Hickok & 

Poeppel, 2007; Myers & Blumstein, 2009). These routes could correspond to different 

aspects of perceptual processing. For example, Myers and Blumstein (2009) argue for a 

distinct role of different brain areas with the inferior frontal gyrus (IFG) being linked to 

categorical effects, while the superior temporal gyrus (STG) is associated with more 

continuous processing of the speech input. This kind of dissociation in the role of 

different areas is one possible source behind the pattern observed here, with evidence for 

both linear and step-like effects.  

Another issue that remains to be addressed is in what way both linear and step-

like types of processing are necessary. In other words, what does each of these two 

aspects of perceptual processing offer to speech perception, and do we need both of 

them? In addressing these questions, we need to reconsider the different goals of speech 

perception. One would argue that phoneme categorization is the primary goal of the 

system. Thus, any kind of process that facilitates the generation of a sharp categorical 
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output (such as perceptual warping) could be viewed as beneficial. However, at the same 

time, as argued in Chapter 1, maintaining within-category information could also have 

significant benefits, for example, in terms of allowing for better integration of multiple 

cues, or maintaining alternative representations partially active in case they are needed 

later on. Given the variety of different goals, it seems that the best strategy would be to 

have a flexible system with both types of processing available and which is able to find 

the most efficient way of combining them in a way that best serves language processing 

across different situations. We will come back to this issue in the next section, in which 

we discuss in more detail the conclusions drawn in regard to the consequences of 

gradiency for language processing. 

In conclusion, our findings support an early perceptual locus of differences in 

categorization gradiency; they seem to be determined by the degree to which the input is 

warped early on. 

 

8.5 Consequences of phoneme categorization gradiency for language processing 

 Research on atypical populations seems to favor sharp categorization of 

phonemes (e.g. Werker & Tees, 1987). The classic logic behind this is that maintaining 

irrelevant (i.e. within-category) differences is basically maintaining noise – detail that is 

irrelevant to downstream processes. Under this view, all that matters is that listeners get 

the right category. Evidence in support of this idea comes mainly from studies using 

2AFC tasks, in which individuals with atypical patterns of language processing have been 

found to have shallower categorization slopes. This is not unexpected given that 

shallower 2AFC slopes likely stem from inconsistency in the encoding of continuous 
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cues like VOT. Supporting this assumption, Experiment 1 found a marginally significant 

negative correlation between the sharpness of participants’ 2AFC slopes and our measure 

of noise/inconsistency in cue-to-phoneme mapping. Crucially, however, this does not 

mean that higher inconsistency stems from greater gradiency – at least not in the way we 

define categorization gradiency here, as the sensitivity to within-category differences. In 

other words, someone who is highly sensitive to such differences could still encode 

speech cues with fidelity, even as their categories feature a graded mapping. What 

becomes clear is that prior findings from 2AFC tasks show how noise can be harmful for 

speech perception (since this noise seems to be related to communicative disorders), but 

they cannot say much about whether more or less gradient categorization is harmful. 

 Our VAS measure allows us to address this question more directly. In accordance 

with our assumption about the dissociation of gradiency from encoding noise, 

Experiment 1 found that, if at all, VAS slope is negatively correlated with inconsistency 

in the responses. Having established the validity of our measure, we next examined the 

role that gradiency may play in downstream speech perception. We looked at two 

situations in which differences in speech perception processes may offer an advantage: 1) 

perception of speech in noise, and 2) recovery from lexical garden paths.  

 

8.5.1 Phoneme categorization gradiency and perception of speech in noise 

 It could be argued that gradiency may be helpful in conditions with high 

background noise; for example, if information about one cue is missed (or misperceived) 

due to noise, then a more fine-grained representation of a different cue may prove to be 

quite helpful. However, in this case we were interested in situations where the noise is 
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relatively uniformly distributed across the different portions of the input. Therefore, it 

was perhaps not surprising that we did not find a link between gradiency and listeners’ 

ability to deal with or filter out noise. We saw this when top-down information from the 

sentence level was available (Experiment 1), but also when listeners were forced to rely 

more heavily on bottom-up input in the form of isolated words (Experiment 3).  

This consistent lack of correlation perhaps speaks to the fact that noise does not 

correlate in any way with speech-related information. Therefore, it could be argued that 

maintaining or discarding within-category differences does not change in any way the 

signal-to-noise ratio. That said, it is possible that different types of noise (for example, in 

cases where part of the input remains unmasked), may create conditions in which 

gradiency can have a positive effect. 

  

8.5.2 Phoneme categorization gradiency and recovery from lexical garden paths 

In order to evaluate further the role of gradiency in language processing, we 

presented participants with stimuli that were manipulated to induce lexical garden paths 

(e.g. bumpernickel; see Experiment 3). In this case gradiency did seem to play a role in 

listeners’ ability to deal with ambiguities and temporarily misleading information; 

however this was only observed in specific aspects of the process. 

First, listeners’ degree of gradiency was not linked to the likelihood of activating 

the lexical item that was early on most consistent with the speech signal (i.e. the 

likelihood of garden-pathing). This null effect may seem counter-intuitive, given our 

evidence for perceptual warping discussed earlier; one would argue that warping of the 

speech cues should lead to stronger activation of the category that is most consistent with 
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the input, which in turn should lead to stronger activation of the corresponding lexical 

representation, and thus stronger commitment early on. However, these two may not be 

mutually exclusive. Specifically, it is possible that the perceptual warping does not affect 

the degree to which the consistent category is activated, as much as it affects the degree 

to which the other category is suppressed. Following from this, both types of listeners 

(warpers and non-warpers) may go ahead and activate to a similar degree the phoneme 

category (and in turn the lexical item) that is most consistent with the signal. 

Second, gradiency was also not related with the time it took listeners to recover 

from that garden path and activate the target word, once they had more information. Once 

again, this may seem surprising, but it can inform our understanding as to how exactly 

listeners with more or less gradiency differ from each other. In this case, one could argue 

that, since the initial commitment to the non-target is similar across listeners, the time 

needed to suppress should not differ significantly between warpers and non-warpers. 

In contrast to these findings, listeners with more gradient phoneme categorization 

were more likely to recover from the ambiguity at all. This was evident by gradient 

participants’ higher likelihood of looking at the correct item after the point of 

disambiguation. This finding is consistent with the idea that gradient activation of 

phonological and lexical representations allows for multiple options to be maintained and 

considered simultaneously for longer. Thus, when new information arrives that is 

inconsistent with the initial interpretation of the input (as is the case in lexical garden 

path situations), listeners with higher gradiency have not fully suppressed alternative 

options, which makes it easier for them to activate them. 
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 What is particularly intriguing is that only the likelihood of recovery was found to 

be predicted by gradiency, not the delay of recovery. However, this pattern of results fits 

quite nicely with the TRACE simulations reported by McMurray et al. (2009); they found 

that even when TRACE was able to recover from such garden paths (which was only 

possible when phoneme-level lateral inhibition was completely eliminated), recovery 

latency was much less affected by VOT step.  

 At this point, it needs to be clarified that we do not argue that categorization 

gradiency is beneficial across the board and in all possible situations. However, when the 

signal is ambiguous, it makes sense why one would want to maintain different items 

active and not commit too early to one of them. The present study highlights the need to 

examine the role of gradiency in a variety of different situations in order to determine 

when and how it can be used in a way that is beneficial for language processing. 

 

8.6 Malleability of phoneme categorization gradiency 

 Our findings showing how gradiency can be beneficial are theoretically valuable, 

since they inform our understanding of the role of gradiency in speech perception, but 

they may also have significant implications in terms of their application. Specifically, 

once we determine the circumstances in which different degrees of gradiency may be 

helpful for speech processing, or the manner in which it facilitates perception or language 

comprehension, we can apply this knowledge to increase language processing efficiency. 

In addition to this being helpful for typical populations, it may also apply to certain 

atypical patterns of language processing that are linked to non-optimal degrees of 

gradiency (see, for example, less sensitivity to between-category differences in a Broca's 
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patient with a left temporoparietal lesion; Wolmetz, Poeppel, & Rapp, 2011), but may 

also prove to be helpful in building an alternative route of processing when the primary 

one has been compromised. Therefore, we next turned to the question of whether the 

degree to which an individual maintains within-category information is modifiable.  

To examine this, we asked participants to categorize a set of labial-initial stimuli 

varying along two dimensions (VOT and F0) while we manipulated the feedback they 

received. The goal of the differential feedback was to reinforce participants to change the 

way in which they mapped cues to phoneme categories so that by the end of training they 

would 1) rely both on a primary (VOT) and a secondary cue (F0), 2) rely exclusively on a 

primary cue (VOT), or 3) follow a probabilistic cue-to-phoneme mapping approach. 

Our results, however, showed no significant difference between our experimental 

groups in how they performed the VAS task before and after training. This result may not 

necessarily mean that gradiency is a stable, unmodifiable aspect of the speech perception 

system – just that our manipulation was not appropriate and/or the duration of the training 

was not sufficient for such a change to be observed.  

In fact, despite the null effect of training condition, we observed that some aspects 

of performance did change with training – so it is not the case that people simply didn’t 

learn anything; rather they didn’t learn to be more or less gradient due to our training 

manipulations. Specifically, across conditions participants’ gradiency increased as did 

(marginally) the degree to which they used a secondary cue. This shift to a more gradient 

approach would be consistent with a distributional-based kind of perceptual learning 

similar to that of Clayards et al. (2008), who reported evidence for a training-induced 

modification of phoneme categorization via the manipulation of the probability 
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distributions of VOT. Critically, in contrast to the more normal-like distributions used by 

Clayards et al, in our case, each cue value appeared the exact same number of times (and 

this was the case across training conditions). Therefore, listeners could have adjusted to 

the distributional statistics of our stimuli. According to this account, speech perception is 

more susceptible to a manipulation of the distributional characteristics of the input rather 

than feedback. Moreover, this idea makes a lot of sense if we consider how we learn 

language in natural conditions: through mere exposure. In other words, a different, more 

passive kind of training may be more compatible with the way in which the language 

system has been originally shaped and adjusted over the course of development.  

Alternatively, our feedback manipulation may have put participants into a state of 

high uncertainty; they perform a task of categorizing bin and pin, which is something you 

may expect a native listener to perform 100% accurately. Despite this, due to our 

experimental manipulation, a perfect score was extremely difficult, while in the case of 

the probabilistic training condition, it was impossible. Listeners may respond to this 

uncertainty by becoming more gradient. However, this latter account seems less viable 

given that if this were the case we would expect to find a stronger increase of gradiency 

in the probabilistic training condition. 

Overall, since Experiment 4 was not designed to manipulate neither the 

distributional characteristics of the speech cues, nor the degree of uncertainty, all we can 

conclude for now is that brief, feedback-based training does not seem to have an effect on 

gradiency. Therefore, it remains to be determined what the exact conditions are that can 

lead listeners to change their pattern of phoneme categorization and in what ways. 
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8.7 Overarching conclusions and future work 

Our findings provide invaluable insights into the mechanisms that underlie speech 

perception and bridge together seemingly contrastive views of phoneme categorization 

gradiency. Specifically, our results show that even though the system is fundamentally 

sensitive to within-category differences, at the same time there are also substantial 

individual differences in regard to how bottom-up (acoustic) and top-down (categorical) 

sources of information are weighed. In addition, when looking at the findings from the 

different experiments together, the emerging pattern supports the idea that higher 

gradiency allows for better integration of multiple cues. This finding holds great 

theoretical value, as it informs our understanding of how these two aspects of speech 

perception are linked to each other. Lastly, despite gradiency being commonly considered 

detrimental for speech perception, here we show that there is at least one case in which 

the opposite seems to be the case. 

As an exploratory endeavor, this work was largely correlational and, thus, cannot 

speak definitively to the causal links between the different facets of speech perception 

and other processes, as well as to their role in language comprehension. However, our 

findings do reveal informative patterns of correlations that can help us evaluate 

contrastive accounts and can be used as a basis for future work. Among the various 

directions that can be taken, we believe that one of the most critical aims of future 

research will be to validate our findings on the perceptual warping effect, determine its 

neural substrate, and examine whether and how it may vary among typical and atypical 

populations.  
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Another critical issue is how the system learns to be more or less gradient. In this 

direction, it would be useful to study the differences in phoneme categorization patterns 

across populations that are known to have different patterns of experience with language 

(e.g. bilinguals) and test hypotheses as to how exposure to different conditions may affect 

speech processing in the long term. Furthermore, we need to strive for a more 

comprehensive description of the mechanisms that underlie different patterns of speech 

perception using not only correlational and experimental paradigms, but also 

computational tools that allow us to manipulate different aspects and parameters of the 

system in a more precise and systematic way.  

In conclusion, our results speak to the flexibility of the speech perception system 

in using both bottom-up and top-down sources of information. It is up to us to show a 

similar sense of flexibility in its study that will allow us to better understand the cognitive 

and neural mechanisms that underlie it. 
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APPENDIX 

 
Table A.1 Word Pairs Used in Lexical Inhibition Task in Experiment 2 

Target word Competitor 

bait bake 
bat back 
bride bribe 
bug bud 
carp cart 
cat cap 
chick chip 
dart dark 
dot dock 
fork fort 
grad grab 
heap heat 
hub hug 
job jog 
knot knock 
leap leak 
mug mud 
net neck 
part park 
pick pit 
pope poke 
rod rob 
shake shape 
steak state 
suit soup 
tarp tart 
web wed 
zip zit 
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Table A.2 List of Images Used in Lexical Inhibition Task in Experiment 2 

Target word Cohort Unrelated 1 Unrelated 2 

bait boot jug wet 
bat boat street drug 
bride bread feet yacht 
bug bark dead gap 
cart kid snake lid 
cat cord blood beard 
chick chart hook pig 
dart dog ride feed 
dock date step bulb 
fork fog side god 
grad gripe stork drop 
heat hood maid yard 
hub head wreck crib 
job jet book duck 
knot knight rag bead 
leak lark peg wig 
mug mit spark truck 
net nut red goat 
part pad black trout 
pit plug luck sweat 
pope plate cube dad 
rod root bet vote 
shake shed choke keg 
steak stick check milk 
suit sword reed flake 
tarp toad jeep vet 
web wood cook shout 
zip zap cloud raid 

 

 

 

 

 

 

 

 



238  
 

Table A.3 Triplets (in IPA) Used in Lexical Inhibition Task in Experiment 2 

Matching-splice  
(nett condition) 

Word-splice  
(neckt condition) 

Nonword-splice  
 (nept condition) 

beɪt (bait) beɪk (bake) beɪp 
bæt (bat) bæk (back) bæp 
brɑɪd (bride) brɑɪb (bribe) brɑɪg 
bʌg (bug) bʌd (bud) bʌb 
kɑrp (carp) kɑrp (cart) kɑrp 
kæt (cat) kæp (cap) kæk 
tʃɪk (chick) tʃɪp (chip) tʃɪt 
dɑrt (dart) dɑrk (dark) dɑrp 
dɑt (dot) dɑk (dock) dɑp 
fɔrk (fork) fɔrt (fort) fɔrp 
græd (grad) græb (grab) græg 
hip (heap) hit (heat) hik 
hʌb (hub) hʌg (hug) hʌd 
dʒɑb (job) dʒɑg (jog) dʒɑd 
nɑt (knot) nɑk (knock) nɑp 
lip (leap) lik (leak) lit 
mʌg (mug) mʌd (mud) mʌb 
nɛt (net) nɛk (neck) nɛp 
pɑrt (part) pɑrk (park) pɑrp 
pɪk (pick) pɪt (pit) pɪp 
poʊp (pope) poʊk (poke) poʊt 
rɑd (rod) rɑb (rob) rɑg 
ʃeɪk (shake) ʃeɪp (shape) ʃeɪt 
steɪk (steak) steɪt (state) steɪp 
sut (suit) sup (soup) suk 
tɑrp (tarp) tɑrt (tart) tɑrk 
wɛb (web) wɛd (wed) wɛg 
zɪp (zip) zɪt (zit) zɪk 

 

 


