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CHAPTER 1: INTRODUCTION 

1.1 Infections associated with medical implants 

Even in the twenty-first century, medical implant associated infections continue to 

plague doctors and patients. In fact, nearly 4% of all implanted devices will become 

infected, costing patients an additional $7,300 to $34,700 in medical expenses per 

infection event.
1-2

 A recent study found that 25.6% of all hospital acquired infections 

(HAIs) are related to a medical device, while 21.8% of HAIs are a result of patient 

surgery whether or not a device was implanted.
3
 

Current methods used to prevent implanted medical device infections include pre-

surgical sterilization of the implant and antibiotic treatment.
3
 Despite increasingly 

stringent sterilization protocols, infection rates remain unchanged and treatment is largely 

limited to post-surgery device explantation and replacement. Implementation of 

antibacterial and non-fouling surfaces are two common areas of research aimed at 

preventing infection but fail to combat all pathogenic strains without being toxic or 

eliciting an unwanted biological response.
4,5

 It is well established that antibiotics alone 

cannot always cure these infections.
4
 Resistance to antibiotics is not only due to genetic 

mutations, but also because the bacteria thrive in surface colonies called biofilms which 

are inherently more resistant to drugs. This combined evidence suggests infections on 

implanted surfaces cannot be prevented. Conclusively, developing a treatment strategy 

that avoids device explantation and deactivates infections—regardless of genotype—is 

the only viable solution. 
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1.2 Biofilms 

1.2.1 Definition 

Biofilms are colonies of bacteria that exist in a low-metabolism, low-oxygen 

environment with up to 90% of their volume being comprised of a protective, 

polysaccharide-dense matrix called extracellular polymeric substance (EPS).
5-6

 

Commonly observed as a thick slime found in moist environments such as faucets, ship 

hulls, and teeth, biofilms can form on any surface under favorable conditions—including 

medical implants.
7-9

 Biofilm colonies on medical implants form after a foreign surface 

has been surgically placed inside the body.
1
 Once colonized, these bacteria can persist to 

elicit an infection in the respective patient post implantation.  

 The formation of a biofilm occurs once a free floating, or planktonic, bacteria 

attaches to a surface as depicted in Figure 1.1.
6
 

 
Figure 1.1. Bacteria attach to surfaces to form a biofilm. Planktonic, or free-floating, bacteria will attach to a 

surface and irreversibly begin producing EPS (1 and 2) followed by early expansion of the biofilm (3) which can 

contain multiple species of bacteria, expressing different proteins based on their location in the biofilm. Biofilms 

mature when the bacteria are at a pseudo steady state (4) which leads to detachment of bacteria (5) and reversion to 

planktonic phenotype. Obtained from Ref. 5 which was adapted from Ref. 6. 

This adhesion triggers different gene expression (up to 70% different proteins expressed) 

which results in immediate production of the EPS.
10-11

 The EPS enables cell-cell 
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communication through chemical signals which result in phenotypic heterogeneity 

throughout the biofilm with older bacterial cells (referred to as persister cells) in the 

center of the colony resting at a diminished metabolic rate compared to planktonic cells.
12

 

The combination of these factors set the stage for bacteria to form very resilient, 

pathogenic colonies with increased resistance to antibiotics, dehydration, metals toxicity, 

and UV light exposure.
5, 13

 From an evolutionary stand point, the biofilm phenotype is a 

remarkable protection mechanism that make the residing bacteria very difficult to kill, 

especially in a patient where the patient’s safety must also be considered when designing 

various preventative and treatment strategies. 

 Of the tens of millions of devices that are implanted in the human body annually, 

catheters are the most susceptible to causing infection.
14-15

 One account estimates that 

urinary catheters make-up 40% of all infections acquired in a hospital setting.
16-17

 

Fortunately, catheter-associated infections are more easily treated due to both their 

removable nature and the use of a technique known as catheter-lock which exposes the 

bacteria on the catheter to a higher dose of antibiotic than could normally be tolerated by 

the patient if delivered to the patient’s blood stream.
18

 

 Still, biofilms infect other types of medical devices such as orthopedics, hernia 

meshes, sutures, and cardiovascular implants but at a much lower rate than catheters: 

4.3% of orthopedic devices and 7.4% of cardiovascular implants.
19

 The fully-implanted 

nature of these devices makes them much more difficult to treat with antibiotics. 

Consequently, nearly all infections associated with these types of implants can only be 

treated by surgically removing and replacing the device from the patient in a procedure 

known as revision surgery.
5, 20
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 Research that aims to propose alternatives to revision surgery fall into two general 

categories: 1) those which prevent bacterial adhesion through non-fouling, or protein 

resistant, coatings and 2) surfaces laden with antibiotic compounds that diffuse to 

deactivate the bacterial cells.
21-22

 Bone cement compounds mixed with antibiotics are 

used in total joint arthroplasty, but even these compounds have still been shown to 

become infected.
23

 To date, no material in clinical use currently exists to fully prevent 

bacterial attachment or subsequent bacterial death within the biofilm. Moreover, it is 

unclear whether one mode of surface repellent or antibiotic can be effective against 

multiple strains of pathogen as most biofilms are heterogeneous in the types of 

opportunistic bacteria that comprise them (e.g. Staphylococcus epidermidis, 

Staphylococcus aureus, and Pseudomonas aeruginosa).  

1.2.2 Thermal deactivation 

Thermally treating bacteria could be a more universal approach towards targeting 

multiple types of bacteria on multiple types of medical devices. This technique has 

proven effective in the food and drug industry as is the case in pasteurization and 

autoclaving.
24-26

 However, the literature for thermal deactivation in this setting is usually 

reported for planktonic bacteria or at temperatures of boiling or super-heated water which 

cannot be administered in vivo. Biofilms are inherently more resistant to environmental 

stresses which may not exclude heat treatment. To investigate the effect heat treatment 

has on biofilms, P. aeruginosa biofilms have been thermally shocked at medically 

accessible times and temperatures ranging from 1 min to 30 min and from 37 °C to 80 

°C.
27

 In that study, the thermal load was provided by a temperature controlled water bath 
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and demonstrated up to six orders of magnitude reduction in colony forming units 

(CFUs) per cm
2
 of living bacteria as shown in Figure 1.2.  

 

 
Figure 1.2. Thermal deactivation of biofilms using a water bath heat shock method. P. aeruginosa biofilms were 

cultured with bacterial densities up to 1.7 x 109 CFU cm-2 on glass microscope slides using a drip-flow reactor (ASTM 

standard E2647-08). These biofilms were thermally shocked in a temperature controlled water bath at temperatures 

ranging from 37 °C (controls) to 80 °C. This was done at times ranging from 1 to 30 min for each temperature. The 

reported data are the remaining, viable CFUs per cm2, which were enumerated via serial dilution plate counting. 

Bacteria death for biofilms grown using this method exhibit a stronger dependence on the heat shock temperature than 

the duration of the heat shock. This figure is from Ref. 27. 

For the first time, biofilm cell death was shown to correlate with an Arrhenius-style 

dependence with temperature and a Weibull-style dependence with time as reported by 

the equation from Ref. 27 given as Equation 1.1 where x is the concentration of bacteria 

in the biofilm with units of CFU cm
-2

 and T and t are the deactivation temperature and 

time, respectively: 
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Equation 1.1 

log(𝑥) = log(𝑥0) − [0.079 + 0.044 log(𝑡)](𝑇 − 37) 

These thermal deactivation data for biofilms provide promising results that could 

enable cell death of hibernating bacteria in biofilms at temperatures that could be feasibly 

implemented in vivo.  

1.3 Magnetic hyperthermia 

1.3.1 Superparamagnetic iron oxide nanoparticles 

Magnetite (Fe3O4) nanoparticles are ubiquitous in the field of magnetic 

nanoparticle (MNP) research for their medical applications in cancer treatment, drug 

delivery, and as a contrasting agent in diagnostic imaging.
28-31

 A widely exploited 

property of MNPs is their ability to wirelessly heat upon exposure to an alternating 

magnetic field (AMF); i.e., magnetic induction heating.
32-33

 On the nanoscale, (less than 

30 nm) iron oxide particles exhibit superparamagnetic behavior affording them the ability 

to heat more efficiently than larger MNPs.
34

 Since the 1950s, magnetite nanoparticles 

have been used to wirelessly heat specific regions of the body in a process termed 

magnetic hypertherapy.
35

 To date, magnetic hypertherapy has been used almost 

exclusively for cancer treatment as a means to selectively ablate cancerous cells without 

damaging the surrounding tissue.
36

 While this approach has shown great promise, it is 

dogged by the critical challenge of dispersing the MNPs throughout the tumor but not in 

the surrounding tissue.
37-38

  

To achieve heating rates from magnetic nanoparticles that can lead to heating and 

killing of bacteria on implant surfaces, nanoparticles can be distributed throughout a 
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polymer composite matrix. Such polymer/magnetite composites can be used to create a 

coating or film that avoids the dispersion problems faced in cancer therapy and localizes 

the heat source to the precise location needed with more accurately controlled and 

predicted heating rates. 

Remote heating of biofilms using magnetite nanoparticles has been demonstrated 

before by Park et al.
39

 In that study, P. aeruginosa biofilm colonies were grown on 

polycarbonate coupons. The biofilms were then doped with aqueous magnetite 

nanoparticle suspensions at concentrations ranging from 10 to 60 mg mL
-1

; these coupons 

were then placed in a constant AMF strength coil for 8 min. Thus, targeting specific 

deactivation temperatures was not the objective of this study; rather, the transient 

temperature of the biofilm was monitored with an infrared thermal camera given a 

specific nanoparticle concentration. For the most extreme 60 mg mL
-1

 case, the biofilm 

was heated to 60 °C for 5 min after 3 min of temperature rise and exhibited four orders of 

magnitude reduction in viable bacteria. Since steady temperatures were not achieved until 

after 38% of the total treatment time, it is difficult to correlate deactivation temperature 

or exposure time with cell death. Further, the obvious pitfalls of using an injectable 

magnetic suspension to target exact locations in the body were discussed previously in 

the case of targeting tumor cells. The benefit of the magnetic composite coating is that 

the energy is localized to produce a nearly uniform temperature field at the exact location 

where the bacteria are growing. The increased power loading provided by the coating 

also allows nearly instantaneous application of a temperature boundary condition at the 

coating’s surface. 
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1.3.2 Magnetic specific absorption rate 

The key parameter for measuring the heating rate in a magnetically susceptible 

material is its magnetic Specific Absorption Rate (SAR), defined as the thermal power 

provided by a magnetite composite film divided by the weight of iron in the film. SAR 

values reported in literature for magnetic fluid hyperthermia suspensions in water vary 

widely. For example, 15 nm, chitosan-coated, Fe3O4 nanoparticles will heat 50% more 

(119 W g
-1

) than non-coated particles due to increased dispersion as a result of the 

hydrophilic coating.
40

 Commercially available particles from Micromod exhibit a wide, 

but relatively low, range of heating (4 – 90 W g
-1

), while 70 nm magnetic vortex 

nanorings demonstrate perhaps the most remarkable efficiency (2213 W g
-1

).
41-42

 Most 

current hyperthermia suspensions have iron concentrations of 0.1 to 5 mg Fe mL
-1

, which 

are then dispersed throughout the tissue.  As will be shown in Chapters 3 and 5, power 

loads exceeding 4.5 W cm
-2

 of heating would be needed to deactivate biofilms inside the 

body. Even magnetite nanoparticles with a SAR of 1000 W g
-1

 would need to be 

concentrated to 300 mg Fe mL
-1

 in a 150 µm thick coating to provide this power density. 

Thus, any polymer/magnetite material must have an MNP loading orders of magnitude 

larger than current materials, which may introduce significant particle-particle 

interactions and aggregation potential that complicate the design of an effective implant 

coating. This application may also require mechanical moduli significantly different from 

current magnetic composites. 

Magnetite composites of poly(vinyl alcohol) (PVA), poly(ethylene glycol), 

poly(N-isopropylacrylamide), and poly(acrylamide) have all been reported to wirelessly 

heat in an AMF, though they are too soft in aqueous environments to be appropriate for 



9  

 

orthopedic devices which comprise the largest share of the medical implant market.
1, 43-46

 

Moreover, these composite materials were not prepared with large enough iron loadings 

to meet the power demands described above, nor were they tested with any rigor for 

determining how the composite will heat differently for different iron loadings as will be 

shown in Chapter 2 for magnetic composites made with PVA and hydrophobic 

poly(styrene). 

1.4 Heat transfer in biological tissues 

 Perhaps the greatest challenge towards heating surfaces inside the body is concern 

over heat propagation into the surrounding tissue and blood vessels that may irreversibly 

damage these tissues and cause patient harm. Determining the heat transfer for such 

scenarios usually involves one or more of the following methods: direct in vivo 

temperature measurement,
47-48

 numerical modeling,
49-51

 and in vitro modeling using 

tissue phantoms.
52-55

 In vivo measurements have obvious availability issues and can 

explore only a limited region of parameter space, while some scenarios require additional 

coupled processes which are not accurately incorporated computationally (e.g., bacterial 

cultures).  

Many analytical and numerical solutions exist that model the heat transport (often 

termed ‘bioheat transfer’) through blood-perfused tissue.
49-51

 Rarely are these models 

validated with experimental temperature measurement due to the difficulty in mimicking 

physiological conditions. Nearly all models are derived from Pennes’ equation 

formulated in 1948 and given as Equation 1.2 where Tt is the tissue temperature and Ta is 

the blood artery temperature.
51
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Equation 1.2 

    𝜌𝑐𝑝
𝜕𝑇𝑡

𝜕𝑡
= ∇𝑘 ∙ ∇𝑇𝑡 + (𝜌𝑐)𝑏𝜔𝑏(𝑇𝑎 − 𝑇𝑡) + 𝑞𝑚 

This model assumes a local blood/tissue thermal equilibrium effect and accounts for heat 

effects generated by blood perfusion and cellular metabolism exhibited in native body 

tissue (second and third terms on the right hand side). 

Thermal modeling of the energy transport through tissue is difficult when 

attempting to predict temperature gradients from iron oxide nanoparticle suspensions 

used in magnetic hyperthermia. These suspensions cannot be reliably localized to a 

specific area or volume due to the inhomogeneity of tissue and the cellular uptake of 

these particles. Thus, defining accurate boundary conditions for thermal modeling, both 

experimentally and computationally, is nearly impossible. Moreover, defining a source 

term for the heat generated by a suspension is difficult due to the decrease in magnetic 

susceptibility as a result of particle-tissue interactions and decreased colloidal stability. 

Nearly all of these problems (nanoparticle location, accurate boundary conditions, 

repeatable heating rates) are eliminated when particles are immobilized to a controlled 

volume or surface such as a coating. For example, Satarkar et al. numerically modeled 

heat transfer from an iron oxide nanoparticle/poly(ethylene glycol) disk.
45

 Boundary 

conditions were specified from experimental SAR measurements generated via magnetic 

induction heating of the disk in air with a magnetic field strength, H, of 25kA m
-1

 

operating at a frequency,  f, of 293kHz. The SAR data was used to correlate a steady state 

disk surface temperature as a function of iron concentration. For a 5mm diameter disk 

with 5% iron content surrounded by tissue, the steady state temperature rise of the tissue 
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directly next to the disk was 13°C (using a finite element model with Equation 1.2 in 

COMSOL3.4). Despite the lack of comparison between experimental and computational 

data for the same heat sink condition, this work is a first step in predicting the power 

requirements from a magnetic/polymer composite for a solid tissue mimic heat sink in the 

body.  

1.5 Tissue phantoms 

1.5.1 Hydrogel tissue phantoms  

Towards the goal of modeling heat transfer in a setting that mimics biological 

tissue, this work required a tissue phantom to perform robust experimental heat transfer 

measurements in vitro. Tissue phantoms are key components in the development of many 

medical advances including the localized application of extreme temperatures within the 

body (hyperthermia/hypothermia). In principle, these materials allow low-risk 

experimental investigation of complex phenomena with precisely defined, complex 

geometries and well-controlled, accurately measured parameters; e.g., phantom size, 

porosity, temperature, and optical opacity.
56

 Current tissue phantoms each have a 

combination of major drawbacks, however, such as poor reproducibility, poor thermal 

stability, poor volume control, rapid degradation, inability to achieve complex 

geometries, and elaborate fabrication protocols. Additionally, tuning the thermal 

properties of a phantom to match those of various tissues and organs is an important 

feature. For instance, most biological materials exhibit thermal diffusivities close to 

water, but the stark variations between that of bone (0.55 ± 0.02 W m
-1

 °C
-1

)
57

 , fatty 

tissue (0.34 W m
-1

 °C
-1

)
58

 , and muscle (0.41 ± 0.02 W m
-1

 °C
-1

)
59

  demonstrate the need 

for more tunable phantom properties. 
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Biomimetic polymer systems have been studied for decades; e.g., agar, gelatin, 

poly(ethylene glycol), and the more ubiquitous poly(acrylamide) (PAA).
60-61

 The 

advantages and limitations of these hydrogels in modeling heat transfer have been 

summarized elsewhere.
62-63

  For example, gelatin liquefies at temperatures approaching 

50 °C, meat decomposes at room temperature, and poly(dimethyl siloxane) exhibits 

thermal properties significantly different from most tissues.  PAA, arguably the most 

common phantom material, can be polymerized in situ to achieve complex geometries 

with reproducible properties and good thermal stability due to its covalent crosslinking, 

but its volume stability is poor and difficult to control. Additionally, the thermal 

properties of a PAA gel can be difficult to tune due to its low pre-polymerization 

viscosity making it nearly impossible to maintain a dispersion of thermally-modifying 

fillers. 

1.5.2 Poly(vinyl alcohol) hydrogels 

Poly(vinyl alcohol) (PVA) is a well-studied polymer which is commercially 

available at high purity in a wide range of well-controlled molecular weights, combining 

a robust hydrocarbon backbone with a lining of pendant hydroxyl groups which make it 

easy to dissolve into a pourable aqueous solution.
64

 This combination also makes it 

readily crosslinkable via a wide range of chemical and physical methods.
65-66

 For 

example, glutaraldehyde (GTA) will form acid-catalyzed acetal linkages which cause the 

solution to gel, rendering the polymer network insoluble.
67-68

  Like most hydrogels, the 

swelling ratio (volume of dry PVA divided by the volume of swollen PVA) of 

crosslinked PVA depends on the crosslink density and the degree of crystallinity though 
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the crystalline volume fraction of chemically crosslinked PVA gels tends to be quite low, 

making the swelling ratio solely dependent on chemical crosslink density.
69-70

 

Conventionally, PVA tissue phantoms have been formed by physically 

crosslinking the polymer using the freeze-thaw method, in which the PVA solution is 

cycled through temperature extremes (below -20 °C to room temperature) at controllable 

cooling and thawing rates.
71-72

 While this capitalizes on PVA’s biocompatibility by 

avoiding chemical cross-linkers which may interfere with in vivo applications, the 

resulting fluctuations in the phantom’s volume due to the dramatic temperature swings 

are not amenable to applications with precise geometries, and the resulting crystalline 

crosslinks are susceptible to dissolution at elevated temperatures. Reproducibly executing 

the freeze-thaw cycles in situ in a variety of geometries may also be experimentally 

challenging; chemically crosslinking PVA, on the other hand, is experimentally 

straightforward and generally independent of its surroundings, and produces crosslinks 

which are stable at higher temperatures.   

If the chemical crosslinking is not carefully controlled and systematically 

optimized, however, the variability in swelling ratio—both batch to batch and in a single 

phantom over time—can make chemically crosslinked PVA an unattractive candidate as 

a tissue phantom.   

1.6 Thesis objectives 

The goal of this thesis is to quantify the thermal output of an iron oxide 

nanoparticle/polymer composite needed to administer coating surface temperatures inside 

the body for various heat sink conditions. Additionally, the extent of tissue hyperthermia 

surrounding this heated surface will be quantified with the long term goal of 



14  

 

implementing a wireless thermal deactivation protocol that can be administered 

effectively while minimizing tissue damage.  

The following specific objectives will be used for accomplishing these goals: 

 Objective 1: Demonstrate controlled, wireless heating using an iron oxide 

nanoparticle composite. 

 Objective 2: Experimentally estimate the power requirements and temperature 

gradients surrounding composite coatings under different heat sink conditions. 

 Objective 3: Build a computational model to determine power requirements and 

thermal profiles under conditions that are not experimentally accessible. 

Wireless heating is achieved in Chapter 2 through synthesis of iron oxide nanoparticle 

composite whose design parameters are investigated for how they affect the composites’ 

normalized heating rates. These composite coatings are then shown in Chapter 3 to 

wirelessly heat bacteria grown on their surface up to 80 °C. The resulting tissue 

hyperthermia that would be induced by this coating is explored via a range of heat sink 

scenarios, from the most extreme case of blood flow to the conduction-dominated heat 

transfer scenario induced in a tissue phantom heat sink. Such a tissue phantom is 

systematically designed in Chapter 4 to produce a volume and temperature stable 

hydrogel whose thermal properties are modified with inert fillers. Experimental 

temperature profiles are used to validate a computation model in Chapter 5 which is then 

used to quantify the power loads required by a composite coating which is subject to two 

different heat sinks across the same surface demonstrating the full range of design 

parameters that must be considered for implementing this technology.  
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CHAPTER 2: IRON OXIDE NANOPARTICLE COMPOSITE COATINGS
1
 

This chapter compares iron oxide nanoparticles dispersed through two opposing 

polymer matrices:  hydrophilic poly(vinyl alcohol) (PVA) and hydrophobic poly(styrene) 

(PS). Section 2.6 demonstrates the effect of several design parameters on the normalized 

power output from these magnetic composites. In particular, magnetite concentration, 

coating thickness, polymer matrix, and coating orientation (relative to the applied 

alternating magnetic field) were all investigated. The orientation of the film relative to the 

magnetic field source is the largest contributor towards affecting the normalized power 

output of the coating. Composites were produced with large heating power densities 

which can be supplied from conventional magnetic field generators using materials 

commonly used in FDA-approved implants.   

2.1 Magnetite synthesis 

 Magnetite nanoparticles were coprecipitated by reacting Fe
3+

 and Fe
2+

 in a 2:1 

molar ratio in concentrated potassium hydroxide.
73

 FeCl3∙6H2O (6.46 g) and FeCl2∙4H2O 

(2.38 g) (Sigma Aldrich) were dissolved in 18.1 MΩ∙cm DI water (12.5 mL). A nucleated 

solution of iron oxide nanocrystals was prepared by diluting the iron solution (5 µL) with 

water (5 mL) followed by the addition of 15 M potassium hydroxide (10  mL) (Fisher 

Scientific) while vortexing. An ultrasonication probe (Cole-Parmer, model CV33, 0.318 

cm probe diameter) operating at 20 kHz and 300 W was submerged into the nucleated 

reaction vessel while simultaneously dispensing the iron salt solution into the vessel over 

a 90 s period using a 30 mL syringe fitted with a 22 AWG needle; black, iron oxide 

nanocrystals precipitated immediately. The reaction vessel was kept at 65 °C for 3 hr to 

                                                 
1
 This work was published on August 25, 2015: Coffel, J.; Nuxoll, E., Magnetic nanoparticle/polymer 

composites for medical implant infection control. Journal of Materials Chemistry B 2015, 3, 7538-7545 
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allow for crystal growth via Ostwald ripening.
74

 Suspensions were rinsed to remove 

excess iron, potassium, and chloride ions by centrifuging (The Drucker Company, Model 

755V-24) for 5 min at 2400 rpm (using 11.5 cm-long tubes positioned 15 cm away from 

the centrifuge rotor axis at the bottom of the tube) then decanted, probe-sonicated for 90 

s, and re-suspended with DI water (30 mL) via mixing with a vortexer; this process was 

repeated an additional four times. Non-aqueous suspensions were prepared by rinsing an 

additional three times with 2-propanol (Fisher Scientific) followed by one rinse with 

toluene (Fisher Scientific) which was necessary to dissolve the hydrophobic PS resin. 

2.2 Magnetite characterization 

2.2.1 Particle size and morphology 

 Particle morphology of superparamagnetic iron oxides is known to strongly 

influence SAR. Heating efficiency is best achieved with monodiperse particles at a 

particle size just below the superparamagnetic limit (20 – 30 nm).
33, 75

 Iron oxide 

nanoparticle size was observed via scanning electron microscopy (SEM) using a Hitachi 

S-4800 electron microscope at 1.8 kV accelerating voltage. The co-precipitation method 

described in Section 2.1 produced nanoparticles approximately 20 nm in diameter as 

shown in Figure 2.1, thus conforming to superparamagnetic behavior for optimal heating. 

 
Figure 2.1. SEM image of iron oxide nanoparticles. Nanoparticles synthesized via the co-precipitation method in 

Section 2.1 are approximately 20 nm spheres which are superparamagnetic. Image shows nanoparticles aggregated in 

PS polymer matrix. 
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2.2.2 Iron stoichiometry 

Pure magnetite (Fe3O4) readily oxidizes at atmospheric conditions to maghemite 

(γ-Fe2O3) in the absence of an encapsulating oxygen barrier and exhibits higher 

magnetization saturation (84 emu g
-1

)—and thus SAR—than oxidized maghemite (74 

emu g
-1

).
34, 76

 To quantify the degree of oxidation of the nanoparticles produced per 

Section 2.1, the iron stoichiometry (notated as xD = Fe
2+

/Fe
3+

 which is 0.5 for pure 

magnetite and 0.0 for pure maghemite, γ-Fe2O3) was measured spectrophotometrically 

via the phenanthroline method
77

 and by interpolating from powder x-ray diffraction 

patterns (pXRD).
78

  

Freshly prepared and rinsed iron oxide nanoparticle suspensions were digested in 

concentrated HCl in preparation for the phenanthroline method. The iron stoichiometry 

for these suspensions was xD = 0.44 ± 0.01 (n = 2) demonstrating that the suspensions 

were largely unoxidized immediately prior to suspending the nanoparticles in 

solvent/polymer resin for composite synthesis. 

 The unit-cell length, a, of a pure magnetite crystal is 8.396-8.400 Å as measured 

by pXRD. As magnetite oxidizes to maghemite, Fe
2+

 occupied sites are vacated and the 

unit-cell length decreases; a = 8.33-8.34 Å. Gorski and Scherer previously reported a 

linear trend of decreasing unit-cell length for decreasing iron stoichiometry in magnetite 

nanopowders: a = 0.108xD + 8.341; R
2
 = 0.914; n = 9.

78
 This trend can be used to 

interpolate the degree of oxidation of magnetite samples with reasonable accuracy from 

the pXRD pattern for a dry, magnetite powder sample. These patterns were collected 

using a Rigaku MiniFlex II system equipped with a Co source (CoKα = 1.7899Å). 

Samples were analyzed at room temperature from 15-80 °2θ with a 0.02° step size and a 
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3.0 s dwell time. The unit-cell length was calculated from fitted patterns using Jade 6 

software (Materials Data, Inc.); patterns were smoothed, background subtracted, and Kα2 

stripped prior to fitting. The pXRD pattern for a typical magnetite sample prepared by the 

co-precipitation method in Section 2.1 matched the peak localities of previously reported 

magnetite pXRD patterns as shown in Figure 2.2.
78-79

 The calculated unit-cell length from 

the fitted pXRD pattern was 8.379 which corresponds to an iron stoichiometry of 

0.352.
77-78

 Thus, some oxidation had occurred as a result of drying the suspensions in 

preparation for pXRD. 

  
Figure 2.2. pXRD pattern of dry magnetite powder at room temperature.; unit-cell length = 8.379 Å. 

Iron stoichiometry could not be measured for magnetite in the composites using 

either method due to unwanted oxidation of Fe
2+

 at the higher acid concentrations needed 

to extract and digest the iron from the polymer matrix for the phenanthroline method and 

interference with the diffraction pattern from the encapsulating polymer. A longevity 
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different placements of this probe and are given in Figure 5.17 after 5 min of heating. The 

placement of the driver probe in this figure is represented by a white dot. The resulting 

power calculated at the boundary condition is also given in this figure which shows 

increasing power as the driver probe moves from the tissue mimic side of the model to 

the fluid mimic side. Most notably, however, are the temperature gradients that develop 

in the tissue mimic side as the driver probe is placed further into the fluid mimic side. 

When the driver is placed 8 mm into the fluid mimic side (Figure 5.17D), the excess 

power required to maintain this boundary condition causes temperatures to rise as high as 

139 °C in the tissue mimic side. In practice, these extremes would not be tolerated— or 

feasible—but the outcome highlights the danger of not predicting how these 

hyperthermia scenarios will develop in the body for a given geometry of varying heat 

sinks. 

 
Figure 5.17. Moving boundary condition in side-by-side scenario. Computed temperature contour plots after 5 min 

of heating showing heat transfer through PVA tissue mimic next to water fluid mimic (fluid moving into the plane of 

the page) with constant, 50 °C boundary condition applied at different positions in the z-direction (represented by white 

dot and referred to as “driver” probe) showing decreased heat flux across boundary line as the driver probe moves from 

the more extreme, convective heat sink side to the tissue mimic heat sink side. Scale bar for A and B is on top and on 

bottom for C, D, and E. 
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5.7 Power requirements predicted by model 

 The data in Figure 5.17 suggest a power gradient across the heating element 

surface is necessary in order to deliver the same temperature boundary condition under 

both heat sinks. To quantify this gradient, the same model was used to specify a constant 

temperature boundary condition at the heating element plane (FORTRAN code given in 

Appendix D) and the resulting heat flux as a function of z was calculated using Equation 

5.6. A contour plot of the resulting temperature field in the yz plane at x = L/2 is given in 

Figure 5.18. 

 
Figure 5.18. Side-by-side scenario: constant temperature boundary condition. Computed temperature contour plots 

showing heat transfer through PVA tissue mimic next to water fluid mimic (fluid moving into the plane of the page) 

with constant, 50 °C boundary condition across entire boundary. 

 This constant temperature boundary condition for scenario 3 was modeled for 

temperatures at 50 and 70 °C and for Re at 195 and 1953. Curves representing q as a 

function of z for all four of these scenarios are plotted in Figure 5.19. Under the most 

extreme conditions (Re = 1953), the fluid mimic side requires nearly 4.4 W cm
-2

 to keep 

the heated surface at 70 °C while the tissue mimic side on the same surface requires less 

than 0.3 W cm
-2

. Thus, when designing a magnetite composite to implement this power 
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gradient on a surface to be heated inside the body, the power would need to decrease by 

almost a factor of 15 over a distance of less than 1 to 2 mm. 

 
Figure 5.19. Power profiles across a constant temperature boundary condition. Computed heat flux at constant 

temperature boundary condition as a function of the distance across the flow cell in the z-direction for 50 and 70 °C 

boundary conditions for fluid side flowing at Re = 195 and 1953 showing up to a factor of 15 decrease in heat flux on 

the tissue mimic side compared to the fluid mimic side. 

5.8 Conclusions 

 A numerical model was built that computed the heat transfer across a boundary 

condition covered by two different heat sinks. This model demonstrated how dramatically 

different power loadings will be required on the same surface in order to avoid heating 

solid tissue to dangerous temperatures while ensuring surfaces exposed to extreme blood 

flow maintain their target temperature. These findings were validated with temperature 

measurements in tissue phantoms using the hydrogels developed in Chapter 4 and a 3D-

printed heat transfer station. The computational code developed here can be expanded to 

accommodate complex geometries and other source terms that would affect the transfer 

of energy in biological tissues such as cellular metabolism and blood perfusion.  
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 

6.1 Iron oxide nanoparticle composites 

Magnetite suspensions have been administered for decades to ablate tumors in 

cancer patients, prompting a substantial body of research on biocompatibility and SAR 

optimization in fluid systems where large particle loadings in situ are challenging. The 

power density for the remote biofilm mitigation application proposed here requires 

loading magnetite/polymer coatings with particle concentrations orders of magnitude 

greater than in most previous studies. While such loadings are easily accessible in the 

proposed composite coating, the increased potential for particle-particle interactions and 

aggregation within a solid heterogeneous composite of defined geometry makes the 

design of such coatings much less straightforward. This dissertation has demonstrated the 

orientation of the coating with regard to the field lines of the AMF has a strong impact on 

the observed SAR. This finding is particularly important as it implies that simply coating 

a three-dimensional device with a uniform film will not result in uniform heat generation, 

let alone uniform temperature, even within a uniform AMF. Each coating surface must be 

designed based not only on the adjacent heat-sink conditions, but also on any adjacent 

magnetically-susceptible material and its position relative to the applied AMF. Increasing 

the power density at any specific location, however, requires only that the total iron 

loading be scaled proportionally. The composite matrix, though not itself magnetically 

susceptible, still influences the observed SAR, due primarily to its degree of swelling and 

the degree to which particles can be evenly distributed at large (2-10% v/v) 

concentrations. Subsequent improvements in theoretical design of these coatings will 
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require more extensive experimental investigation on the dispersion of MNPs at large 

concentrations in polymers approved for medical use. 

6.1.1 Magnetic shielding effect 

Additional experiments can be designed that could test the magnetic shielding 

hypothesis observed here for the parallel verses perpendicularly placed composites. For 

example, placing the composites at a 45° angle in the magnetic field should produce 

heating rates that fall somewhere between their perpendicular and parallel value. 

Alternatively, intentionally placing a layer of magnetic material between the field source 

and the composite sample should induce magnetic shielding, and thus decrease SAR, 

though the thickness of this material would presumably have to be quite large to produce 

any effect which could result in significant heat conduction into the sample chamber that 

would drown out any attempted measurement. 

The slight trend in decreasing SAR as a function of iron concentration—though 

not statistically significant—suggests increasing concentration would increase the amount 

of magnetic shielding potential, particularly in the perpendicular position. A wider range 

of iron concentration (beyond 40 wt% Fe) should be investigated to see if this trend 

actually exists as a function of iron concentration, which would further support the 

shielding hypothesis. 

6.1.2 Iron oxide longevity 

In Chapter 2, a larger SAR was observed for the composite films produced and 

tested at the beginning of the study compared to their SAR measured 18 months later. 

This result could be due to particle oxidation and subsequent reduction in their magnetic 
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susceptibility. Future oxidation measurements that can more accurately measure the iron 

stoichiometry (mol of Fe
2+

 to Fe
3+

) in the aged polymer composite than the 

spectrophotometric or x-ray diffraction methods used here could quantitatively support 

this correlation; Mössbauer spectroscopy is an example approach. However, the 

difference in magnetization saturation (84 emu g
-1

 for magnetite and 74 emu g
-1

 for 

maghemite) between Fe3O4 and Fe2O3 alone does not fully account for the 60% drop in 

SAR for the PS composites. SEM analysis of the aged composites would reveal if the 

particle size and shape has changed over time which would suggest further oxidation to 

another form of iron oxide—such as goethite which is an iron oxyhydroxide and not 

superparamagnetic. Another possibility for the decrease in SAR is loss of iron content 

during storage, though this seems unlikely since the samples were stored in protective 

zip-top bags; a measure in the total iron content of the aged samples would prove any loss 

in iron mass. 

6.1.3 SAR measurement 

On a final note, the author would like to highlight the degree of rigor that was 

used to achieve the SAR measurements reported in this dissertation. At the beginning of 

this thesis work, a review of the subject revealed very poor repeatability—and 

consequently large variability—between SAR measurements for iron oxide nanoparticle 

systems reported throughout the literature. Many publications use experimental apparatus 

that are inherently bad at acquiring repeatable data. These systems seldom included the 

variability of the alternating magnetic field strength used for heating the magnetic 

material; were not designed to reduce heat transfer out of or in to the system; or did not 
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use more than one temperature probe for measuring the temperature rise of the heated 

medium.  

The system used here for acquiring SAR data not only quantified the magnetic 

field strength with an independent instrument, but demonstrated this field did not vary to 

any large degree throughout the volume used for heating the sample. Custom designed 

foam containers were used to reduce heat loss/gain into the heating chamber in addition 

to using measurements from iron-free controls that were subtracted from all temperature 

rise data to correct for heat gains from the induction coil. Multiple temperature probes 

placed throughout the entire sample chamber volume showed the temperature rise of the 

heated solvent was uniform and constant. The redundancy provided by the multiple 

probes combined with a weighted heat capacity and stringent iron concentration 

measurements of the heated samples all resulted in more reliable and repeatable SAR 

values. 

6.2 Wireless, thermal biofilm deactivation 

Prior to the heat shock studies of P. aeruginosa biofilms using a temperature 

controlled water bath reported by work in the same laboratory (Ref. 27), cell death in 

biofilms (which are more resilient than their planktonic phenotype) had not been reported 

as a function of exposure temperature and time at medically accessible temperatures 

below 100 °C. The work reported here and by Ricker et al. in Ref. 81 demonstrated for 

the first time the degree of cell death for these same biofilms but treated instead with heat 

delivered wirelessly using an iron oxide nanoparticle/polymer composite. The most 

obvious challenge that resulted from this study was obtaining a uniform temperature 

gradient across the entire 2.5 by 3.75 cm composite surface used for heating the biofilm. 
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These temperature gradients were attributed to variations in the strength of the alternating 

magnetic field. Once the non-uniform magnetic field was accounted for, biofilm cell 

death as a function of time and temperature demonstrated the same degree of deactivation 

as in the water bath heat shock trials. Biofilms colonies did not demonstrate any degree of 

cell death greater than one order of magnitude for heat shock temperatures less than 60 

°C at times less than 5 min. This finding suggests large temperature rises on the implant 

surface may be needed to incorporate this wireless hyperthermia treatment strategy 

effectively. Future work will demonstrate the effect of multiple pulses of low temperature 

gradients on biofilm viability and compare them to the more extreme, sustained heat 

shocks. 

6.2.1 Biofilm heat shock with shear stress 

 Once a biofilm has been established on a surface, some of the bacteria will revert 

to their planktonic phenotype and begin to detach and expand to other surfaces as 

depicted in Figure 1.1. Cell detachment may be enhanced under stresses such as heat 

shock suggesting bacteria may begin to “flee’ from the biofilm environment to seek a 

more favorable, lower temperature environment. This effect could be studied by heat 

shocking biofilms grown under the constant shear stress of a fluid flowing over their 

surface. Thus, future biofilm thermal deactivation studies will include experiments that 

expose the biofilms to shear stress via culture media flowing over the top of the biofilm. 

The amount of shear stress (flow rate) will be controlled to determine the maximum 

amount of shear the biofilms can withstand without cells detaching under normal growing 

conditions at 37 °C. Cell detachment will be quantified by enumerating the amount of 

bacteria in the effluent. The effluent sample rate will need to be controlled in order to 
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enumerate the bacteria in a quantifiable range (i.e. too large of a sample volume will 

dilute the bacteria concentration below quantifiable levels). Once a shear rate has been 

established that does not cause cultured biofilms to delaminate of flee, the biofilms will 

undergo heat shock at the same time and temperatures explored in the previous heat 

shock studies, though shorter time lengths may be required to conserve on the total 

volume of medium needed for a complete trial. These heat shock trials with shear can be 

accommodated with the heat transfer station used in Chapter 5 in which the thermal 

shock will be implanted with the electrical resistance heating element and feedback 

control. After heat shock, the amount of bacteria quantified in the effluent samples will 

be compared with the amount of living bacteria remaining on the heat shocked 

microscope slide. Results that indicate a difference will suggest biofilm bacteria can 

respond to thermal stress by fleeing their biofilm environment which may complicate 

future design of an effective wireless thermal treatment for infections occurring on 

devices next to blood flow. 

6.2.2 In vivo, wireless thermal shock 

 Studies that would re-incubate the biofilms after they have been thermally 

deactivated on microscope slides would provide some context into the resilience of these 

colonies to heat shock. However, more appropriate results would be obtained from trials 

using mice as this would more directly mimic the biofilm growth conditions inside a 

human. This study would likely require biofilms to be grown on composite coupons 

roughly 12 mm in diameter that would then be subcutaneously implanted near the back of 

the mouse. Initial trials would explant the coupon without any heat shock to first quantify 

the degree to which biofilms will grow when subject to an in vivo growth environment, 
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which is largely unknown. Second, these explanted biofilms/coupons will be heat 

shocked ex vivo to see if this same growth environment affects the biofilm’s thermal 

susceptibility. Next, wireless heating of the coupons in vivo would require a temperature 

probe to be inserted into the mouse near the coupon’s surface to implement PID feedback 

control, all while positioning the mouse and implanted coupon parallel to magnetic field 

lines in a uniform AMF large enough to accommodate the rodent subject and temperature 

probe. Coupons that were heat shocked in vivo would be explanted and bacteria viability 

would be enumerated. Future experiments would leave the coupon in the mouse post heat 

shock to see if the animal recovered from the infection. These trials would use both wild-

type mice and neutropenic (immune compromised) mice to observe the effect of the 

immune system on biofilm mitigation and animal recovery. In all scenarios, histology on 

the tissue surrounding the coupon tissue would be performed to determine the degree of 

tissue damage. 

6.3 Tissue phantoms 

A variety of materials are currently used as tissue phantoms, each with an 

overlapping set of shortcomings such as rapid degradation, poor volume control, poor 

thermal stability, and inability to mimic physiological thermal properties. By carefully 

tuning the crosslinker ratio, curing temperature, curing time, and property modifiers, this 

dissertation demonstrated a synthetic hydrogel tissue phantom which can be poured into 

any shape, gels in seconds, maintains its original volume for weeks across a large 

temperature range, and whose thermal properties can be tuned across a wide 

physiologically-relevant range. 
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convective heat loss to the energy balance will better model how heat is transferred in 

biological systems. 

6.4 Bioheat transfer model 

The capstone of this thesis was to predict the power requirements for a remotely 

heated magnetic material given the range of heat sinks that may surround the implant 

coating in the body. While Chapter 2 demonstrated how this coating will heat differently 

for a given set of design parameters—most noticeably its orientation to the applied 

magnetic field—Chapter 5 demonstrated how different heat sinks across the same surface 

will impose a substantial power gradient, further complicating the design of the 

composite coating and its placement in the magnetic field.  

A custom built heat transfer station demonstrated experimental heat transfer 

measurements could be obtained through tissue and fluid mimics using precisely 

positioned, sub millimeter temperature probes and a carefully controlled heating element. 

The experimental measurements were used to validate a 3D computational model of the 

energy equation applied to the same geometry, material properties, and boundary 

conditions. Using this computational model, it was shown that large heat sinks due to 

convective forces resulting from fluid flow at physiologically relevant Reynold’s 

numbers (approaching Re = 2000) require up to 15 times more power than parts of the 

same surface that are also exposed to a conduction-only heat sink to impose the same 

temperature boundary condition across the entire surface.  

Predictable heat transfer through biological tissue has been approached with 

several modifications to the original bioheat equation given in Ref. 51, though rarely do 
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gradients become negligible at large distances; temperature gradients are also negligible 

in the x-direction. Both of these parameters are convenient for validating the model with 

experimental data but do not accurately reflect the range of geometries and scenarios that 

would occur in the body. Using a more powerful computational model, future work will 

be used to quantify downstream temperature rises in the case of fluid flow through blood 

vessels of various sizes. Further, a model could be used to implement more appropriate 

boundary conditions when the implanted, heated surface is, for example, near the skin 

surface as opposed to being deeply embedded in tissue. In this case, boundary conditions 

could be imposed that reflect use of fan to implement forced convection over the skin (or 

even ice) in order to help cool the heated tissue so as to impose a more extreme 

temperature at the implanted surface/biofilm interface while reducing temperature 

gradients in the bulk tissue. 

6.5 Closing remarks 

 Tissue hyperthermia is a side effect of the proposed application to wirelessly heat 

implanted medical devices in the body in an effort to mitigate biofilm infections that form 

on their surfaces. Implementation of this treatment was achieved through design of an 

iron oxide nanoparticle composite coating fabricated from polymer resins used in FDA 

approved devices. By localizing the magnetic material to a surface, power loadings were 

achieved that deactivated Pseudomonas aeruginosa biofilms—a common hospital 

acquired infection—below quantifiable cell viability levels. The 80 °C temperature used 

to achieve this degree of cell death, while extreme, is accessible with 30 wt% iron 

coatings placed parallel to magnetic field lines generated by a 2.3 kA m
-1

, 302 kHz 

alternating magnetic field. Comparison of the types of heat sinks that may surround this 
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coating was observed using experimental and computational models and physiologically 

relevant tissue and fluid mimics. The amount of power required for different heat sinks 

for a given deactivation temperature and Reynolds number was explored 

computationally. The tissue phantom developed for this purpose demonstrated volume 

stability under thermal stress (up to 80 °C) with tunable thermal properties that can match 

specific tissues and organs. The results from this work will guide future in vivo 

applications of magnetic hyperthermia. 
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APPENDIX A: FORTRAN CODE FOR THREE DIMENSIONAL, CONDUCTION 

ONLY HEAT TRANSFER  

      Program main 

 

!This program solves 3D, transient heat transfer in a solid tissue 

mimic 

!on top of a constant temperature boundary condition. This scenario  

!assumes constant material properties  

!(i.e. heat capacity, thermal conductivity, density, and viscosity). 

!Solid tissue is assumed to have the thermal properties of 

!~8% poly(vinyl alcohol) tissue mimic 

! 

!VARIABLES and PARAMETERS: 

!xlen=length of channel [=] m 

!ydist=height of channel, direction perpendicular to temp BC [=] m 

!zdep=depth of channel, direction parallel to temp BC [=] m 

!alphati = thermal diffusivity of tissue mimic [=] m^2*s^-1 

!ktis = tissue mimic thermal conductivity [=] W m^-1 °C^-1 

!t=time [=] s 

!T=temperature [=] °C 

!T0=initial temperature (at time, t=0)of entire system [=] °C 

!Tbc =temperature boundary condition (t>0) [=] °C 

 

!PHYSICAL GEOMETRY 

!mimic(s) are modeled in a 2.54 by 2.54 cm cross-section flow cell 

of 

!length = 7.62 cm. This void is surrounded by a 0.3175 cm-thick wall  

!assumed to have physical properties of acrylic (PMMA), the model 

also 

!includes a 1.27 layer of air completely surrounding the flow cell 

 

!BOUNDARY CONDITIONS: 

!T is constant at 23 °C at all air boundaries 

!Constant temperature boundary condition is applied from i=1 to 

i=imax 

!and in the xz plan at the flow cell floor 

!periodic temperature boundary condition at i=1 and i=imax 

 

!BEGIN CODE: 

 

      Real*8Rwmax 

      Integer wmax,imax,jmax,kmax 

 

!wmax is number of nodes spanning y and z directions in the flow 

cell !void (not including walls and air), jmax and kmax 

!are the total number of nodes in the y and z direction including 

!wmax, and the number of nodes across the walls and air surrounding 

!the flow cell. Number of nodes in wall is equal to 1/8 of wmax  

!and number of nodes in air is 1/2 wmax. Thus, wmax should be a  

!multiple of 8 
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      Rwmax= 32 

      wmax=int(Rwmax) 

      imax=int(1.5*Rwmax) 

      jmax=int(2.25*Rwmax) 

      kmax=jmax 

 

      Call Energy (wmax,imax,jmax,kmax) 

 

      End 

 

      Subroutine Energy (wmax,imax,jmax,kmax) 

        Integer i,j,k,wmax,imax,jmax,kmax,maxits,kmaxbl 

        Integer y1,y2,y3,y4,z1,z2,z3,z4 

        Integer ittotal,time 

        Logical tolex 

        Parameter (solved=0,limit=1) 

        Real*8 xlen,ydist,zdep,delt,ttotal,delx,dely,delz,ktis,qz 

        Real*8 alphaair,alphawall,alphatis,,tol,Ti,Tbc 

        Real*8 T(imax,jmax,kmax),u(imax,jmax,kmax)  

        Real*8 alpha(imax,jmax,kmax),Tprobe(7),yT(7) 

 

!Read parameter values 

      y1=wmax/2   !end of air boundary 

      y2=y1+wmax/8   !end of wall boundary 

      y3=y2+wmax   !end of mimic boundary 

      y4=y3+wmax/8  !end of second wall boundary 

      z1=y1 

      z2=y2 

      z3=y3 

      z4=y4 

      xlen=0.0762 

      ydist=0.05715 

      zdep=0.05715 

      delx=xlen/imax 

      dely=ydist/jmax 

      delz=zdep/kmax 

      delt=0.01   !size of time step 

      ttotal=300.0   !total time length of model in seconds 

      ittotal=int(ttotal/delt)  !total number of iterations 

      alphaair=2.16e-5 

      alphawall=1.3e-8 

      alphatis=1.41e-7 

      ktis=0.578 

      Ti=37.0 

      Tbc=50.0   !constant temp BC fro all i and from j=y2+1 to y3 

and  

                 !k=z2+1 to z3 

 

!Initial conditions: 

      T=Ti 

 

!y distance of flow cell probes used for data output 

      Do i=1,7 

        yT(i)=(y2+1)*dely+0.00045 
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      End Do 

      yT(1)=yT(1)+0.00044 

      yT(2)=yT(2)+0.00140 

      yT(3)=yT(3)+0.00213 

      yT(4)=yT(4)+0.00425 

      yT(5)=yT(5)+0.00747 

      yT(6)=yT(6)+0.01334 

      yT(7)=yT(7)+0.02191 

 

!Temperature boundary conditions: 

!T(i,y2+1,k)=Tbc 

      Do i=1,imax 

        Do k=z2+1,z3 

          T(i,y2+1,k)=Tbc 

        End Do 

      End Do 

 

!Assign thermal diffusivity to grid 

      Do i=1,imax 

        Do j=1,y1 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y1+1,y2 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y2+1,y3 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z2 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z2,z3 

            alpha(i,j,k)=alphatis 

          End Do 

          Do k=z3+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y3+1,y4 

          Do k=1,z1 



132  

 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y4+1,jmax 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

      End Do 

 

 

!Begin time marching, calculate temp field at each time step 

      Do time=1,ittotal 

        print *, time*delt 

        Do i=2,imax-1 

          Do j=2,jmax-1 

            Do k=2,kmax-1 

              If (j.eq.y2+1.and.k.gt.z2+1.and.k.lt.z3+1) Then 

                T(i,j,k)=T(i,j,k) 

              Else 

                 T(i,j,k)=T(i,j,k)+delt*(alpha(i,j,k)*((T(i+1,j,k)- 

     &         2.0*T(i,j,k)+T(i-1,j,k))/delx**2+(T(i,j+1,k)-

2.0*T(i,j,k) 

     &         +T(i,j-1,k))/dely**2+(T(i,j,k+1)-2.0*T(i,j,k) 

     &         +T(i,j,k-1))/delz**2)-(T(i+1,j,k)*u(i+1,j,k)-T(i-

1,j,k)* 

     &          u(i-1,j,k))/(2.0*delx)) 

               End If 

            End Do 

          End Do 

        End Do 

 

!update boundary conditions 

!Boundary conditions at air boundaries are constant 

!Boundary conditions at flow cell ends (i=1 and i=imax) are periodic  

      Do j=1,jmax 

        Do k=1,kmax 

          T(imax,j,k)=T(imax-1,j,k) 

          T(1,j,k)=T(imax,j,k) 

        End Do 

      End Do 

 

!Export temp field to .csv file evey 5000 iterations 

      If (mod(time,5000).eq.0.or.time.eq.1) Then 

        Call logdata(imax,jmax,kmax,T,delt,time) 

      End If 
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!Export transient temp profiles at probe locations every 100 time 

steps 

      If (mod(time,100).eq.0.) Then 

        Open (3,File='transprobetemp022.csv') 

   30   Format(9(F6.2,',')) 

        Do i=1,7 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,kmax/2)-

T(imax/2,j,kmax/2))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,kmax/2) 

            End If 

          End Do 

        End Do 

!calculate heat flux in middle of flow cell at BC, q reported in  

!units of W*cm^-2 

          qz=(3.0*T(imax/2,y2+1,kmax/2)-4.0* T(imax/2,y2+2,kmax/2) 

     &       +T(imax/2,y2+3,kmax/2))*kbl/2.0/dely/10000.0 

 

 

        

write(3,30)delt*time,Tprobe(1),Tprobe(2),Tprobe(3),Tprobe(4), 

     &             Tprobe(5),Tprobe(6),Tprobe(7),qz 

      End If 

 

 

 

      End Do 

      End 

 

!Data output for temp field subroutine 

 

      Subroutine logdata(imax,jmax,kmax,T,delt,time) 

 

      Real*8 T(imax,jmax,kmax) 

      Real*8 delt 

      Integer imax,jmax,kmax,time 

 

        Open (1,File='2D_Tfieldxy022.csv') 

        Open (2,File='2D_Tfieldyz022.csv') 

   10   Format(48(E12.4,',')) 

   20   Format(72(E12.4,',')) 

      write(1,*)delt*time 

      Do j=1,jmax 

      write(1,10)T(1,j,36),T(2,j,36),T(3,j,36),T(4,j,36), 

     $     T(5,j,36),T(6,j,36),T(7,j,36), 

     &     T(8,j,36),T(9,j,36),T(10,j,36),T(11,j,36), 

     &     T(12,j,36),T(13,j,36), 

     &     T(14,j,36),T(15,j,36),T(16,j,36),T(17,j,36),T(18,j,36), 

     &     T(19,j,36),T(20,j,36), 

     &     T(21,j,36),T(22,j,36),T(23,j,36),T(24,j,36),T(25,j,36), 

     &     T(26,j,36),T(27,j,36), 

     &     T(28,j,36),T(29,j,36),T(30,j,36),T(31,j,36),T(32,j,36), 

     &     T(33,j,36), 
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     &     T(34,j,36),T(35,j,36),T(36,j,36),T(37,j,36),T(38,j,36), 

     &     T(39,j,36), 

     &     T(40,j,36),T(41,j,36),T(42,j,36),T(43,j,36),T(44,j,36), 

     &     T(45,j,36), 

     &     T(46,j,36),T(47,j,36),T(48,j,36)!,T(49,j,36),T(50,j,36), 

!     &     T(51,j,36), 

!     &     T(52,j,36),T(53,j,36),T(54,j,36),T(55,j,36),T(56,j,36), 

!     &     T(57,j,36) 

      End Do 

      write(2,*)delt*time 

      Do j=1,jmax 

      write(2,20)T(21,J,1),T(21,J,2),T(21,J,3),T(21,J,4), 

     $     T(21,J,5),T(21,J,6),T(21,J,7), 

     &     T(21,J,8),T(21,J,9),T(21,J,10),T(21,J,11), 

     &     T(21,J,12),T(21,J,13), 

     &     T(21,J,14),T(21,J,15),T(21,J,16),T(21,J,17),T(21,J,18), 

     &     T(21,J,19),T(21,J,20), 

     &     T(21,J,21),T(21,J,22),T(21,J,23),T(21,J,24),T(21,J,25), 

     &     T(21,J,26),T(21,J,27), 

     &     T(21,J,28),T(21,J,29),T(21,J,30),T(21,J,31),T(21,J,32), 

     &     T(21,J,33), 

     &     T(21,J,34),T(21,J,35),T(21,J,36),T(21,J,37),T(21,J,38), 

     &     T(21,J,39), 

     &     T(21,J,40),T(21,J,41),T(21,J,42),T(21,J,43),T(21,J,44), 

     &     T(21,J,45), 

     &     T(21,J,46),T(21,J,47),T(21,J,48),T(21,J,49),T(21,J,50), 

     &     T(21,J,51), 

     &     T(21,J,52),T(21,J,53),T(21,J,54),T(21,J,55),T(21,J,56), 

     &     T(21,J,57),  

     &     T(21,J,58),T(21,J,59),T(21,J,60),T(21,J,61),T(21,J,62), 

     &     T(21,J,63),  

     &     T(21,J,64),T(21,J,65),T(21,J,66),T(21,J,67),T(21,J,68), 

     &     T(21,J,69),T(21,j,70),T(21,j,71),T(21,j,72) 

 

      End Do 

!        Close(1) 

!        Close(2) 

      End 
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APPENDIX B: FORTRAN CODE FOR THREE DIMENSIONAL, CONVECTION 

ONLY HEAT TRANSFER 

      Program main 

 

!This program solves 3D, transient heat transfer in a blood flow 

mimic on !top of a constant temperature boundary condition. This 

scenario assumes !constant material properties  

!(i.e. heat capacity, thermal conductivity, density, and viscosity). 

!Thus, the momentum and continuity equations can be decoupled from 

the  

!energy equation and solved separately. The exact velocity field is 

!supplied to the energy equation by assuming Poiseuille flow in 2D 

!(y and z), i.e. du/dx=0. 

!Blood is assumed to have the thermal properties of water 

! 

!VARIABLES and PARAMETERS: 

!xlen=length of channel and direction of fluid flow [=] m 

!ydist=height of channel, direction perpendicular to temp BC [=] m 

!zdep=depth of channel, direction parallel to temp BC [=]= m 

!mu = viscosity of bloodm mimic [=] kg*m^-1*s^-1 

!alphati = thermal diffusivity of blood mimic [=] m^2*s^-1 

!ktis = fluid mimic thermal conductivity [=] W m^-1 °C^-1 

!t=time [=] s 

!T=temperature [=] °C 

!u = x-component velocity [=] m*s^-1 

!Q = x-component volumetric flow rate [=] m^3*s^-1 

!T0=initial temperature (at time, t=0)of entire system [=] °C 

!Tbc =temperature boundary condition (t>0) [=] °C 

 

!PHYSICAL GEOMETRY 

!Fluid mimic is modeled in a 2.54 by 2.54 cm cross-section flow cell 

of 

!length = 7.62 cm. This void is surrounded by a 0.3175 cm-thick wall  

!assumed to have physical properties of acrylic (PMMA), the model 

also 

!includes a 1.27 layer of air completely surrounding the flow cell 

 

!BOUNDARY CONDITIONS: 

!no slip at all walls 

!For fluid flow, T is constant at i=1 and allowed to float at i=imax 

!T is constant at 23 °C at all air boundaries 

!Constant temperature boundary condition is applied from i=1 to 

i=imax 

!and in the xz plan at the flow cell floor 

 

!BEGIN CODE: 

 

      Real*8Rwmax 

      Integer wmax,imax,jmax,kmax 
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!wmax is number of nodes spanning y and z directions in the flow 

cell !void (not including walls and air), jmax and kmax 

!are the total number of nodes in the y and z direction including 

!wmax, and the number of nodes across the walls and air surrounding 

!the flow cell. Number of nodes in wall is equal to 1/8 of wmax  

!and number of nodes in air is 1/2 wmax. Thus, wmax should be a  

!multiple of 8 

 

      Rwmax= 40 

      wmax=int(Rwmax) 

      imax=int(1.5*Rwmax) 

      jmax=int(2.25*Rwmax) 

      kmax=jmax 

 

      Call Energy (wmax,imax,jmax,kmax) 

 

      End 

 

      Subroutine Energy (wmax,imax,jmax,kmax) 

        Integer i,j,k,n,wmax,imax,jmax,kmax,maxits,kmaxbl 

        Integer y1,y2,y3,y4,z1,z2,z3,z4 

        Integer ittotal,time 

        Logical tolex 

        Parameter (solved=0,limit=1) 

        Real*8 xlen,ydist,zdep,delt,ttotal,delx,dely,delz  

        Real*8 alphaair,alphawall,alphatis,alphabl,mu,ue,tol,Ti,Tbc 

        Real*8 h,L,w,y,z,sum,Q,delP,pi,qz,kbl 

        Real*8 T(imax,jmax,kmax),u(imax,jmax,kmax)  

        Real*8 alpha(imax,jmax,kmax),Tprobe(7),yT(7) 

 

!Read parameter values 

      y1=wmax/2   !end of air boundary 

      y2=y1+wmax/8   !end of wall boundary 

      y3=y2+wmax   !end of mimic boundary 

      y4=y3+wmax/8  !end of second wall boundary 

      z1=y1 

      z2=y2 

      z3=y3 

      z4=y4 

      xlen=0.0762 

      ydist=0.05715 

      zdep=0.05715 

      delx=xlen/imax 

      dely=ydist/jmax 

      delz=zdep/kmax 

      delt=0.005   !size of time step 

      ttotal=300.0   !total time length of model in seconds 

      ittotal=int(ttotal/delt)  !total number of iterations 

      alphaair=2.16e-5 

      alphawall=1.3e-8 

      alphabl=1.44e-7 

      kbl=0.6  

      mu=0.000894 

      Q=0.20/1000.0/60.0  ! volumetric flow rate [=] m^3*s^-1 
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      Ti=37.0 

      Tbc=50.0 

      pi=4.0*atan(1.0) 

 

!Initial conditions: 

      u=0.0 

      T=Ti 

 

!y distance of flow cell probes 

      Do i=1,7 

        yT(i)=(y2+1)*dely 

      End Do 

      yT(1)=yT(1)+0.00044+0.0002 

      yT(2)=yT(2)+0.00140 

      yT(3)=yT(3)+0.00213 

      yT(4)=yT(4)+0.00425 

      yT(5)=yT(5)+0.00747 

      yT(6)=yT(6)+0.01334 

      yT(7)=yT(7)+0.02191 

 

 

!Define flow field 

      h=wmax*dely 

      L=xlen 

      w=h 

      sum=0.0 

      Do n=0,100 

        sum=sum+192.0*h/(pi)**5.0/w/(2.0*n+1.0)**5 

     &      *tanh((2.0*n+1.0)*pi*w/2.0/h) 

      End Do 

      delP=Q*12*mu/w/h**3/(1-sum) 

      Do i=1,imax 

        Do j=y2+1,y3 

            y=h/(float(y3-y2)-1.0)*float(j-y3)+h/2.0 

          Do k=z2+1,z3 

            z=w/(float(z3-z2)-1.0)*float(k-z3)+w/2.0 

            sum=0.0 

            Do n=0,100 

              sum=sum+32.0*(-1.0)**n*cosh((2.0*n+1.0)*pi*z/h) 

     &            *cos((2*n+1.0)*pi*y/h)/(2.0*n+1.0)**3/(pi)**3 

     &            /cosh((2.0*n+1.0)*pi*w/2.0/h) 

!      print *,sum 

            End Do 

            u(i,j,k)=delP*h**2/8/mu/L*(1-4.0*y**2/h**2-sum) 

          End Do 

        End Do 

      End Do 

 

!Temperature boundary conditions: 

!T(i,y2+1,k)=Tbc 

      Do i=1,imax 

        Do k=z2+1,z3 

          T(i,y2+1,k)=Tbc 

        End Do 
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      End Do 

 

!Assign thermal diffusivity to grid 

      Do i=1,imax 

        Do j=1,y1 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y1+1,y2 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y2+1,y3 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z2 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z2,z3 

            alpha(i,j,k)=alphabl 

          End Do 

          Do k=z3+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y3+1,y4 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y4+1,jmax 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

      End Do 
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!Begin time marching, calculate temp field at each time step 

      Do time=1,ittotal 

        print *, time*delt 

        Do i=2,imax-1 

          Do j=2,jmax-1 

            Do k=2,kmax-1 

              If (j.eq.y2+1.and.k.gt.z2+1.and.k.lt.z3+1) Then 

                T(i,j,k)=T(i,j,k) 

              Else 

                 T(i,j,k)=T(i,j,k)+delt*(alpha(i,j,k)*((T(i+1,j,k)- 

     &         2.0*T(i,j,k)+T(i-1,j,k))/delx**2+(T(i,j+1,k)-

2.0*T(i,j,k) 

     &         +T(i,j-1,k))/dely**2+(T(i,j,k+1)-2.0*T(i,j,k) 

     &         +T(i,j,k-1))/delz**2)-(T(i+1,j,k)*u(i+1,j,k)-T(i-

1,j,k)* 

     &          u(i-1,j,k))/(2.0*delx)) 

               End If 

            End Do 

          End Do 

        End Do 

 

!update boundary conditions 

!Temperature boundary conditions at air boundaries are constant 

!Boundary conditions at flow cell ends (i=1 and i=imax) are periodic 

for  

!the conduction only scenario. For convection, T=constant at i=1 and  

!T(imax,j,k)=T(imax-1,j,k) 

      Do j=1,jmax 

        Do k=1,kmax 

          T(imax,j,k)=T(imax-1,j,k) 

!          T(1,j,k)=T(imax,j,k) 

        End Do 

      End Do 

 

!Export temp field to .csv file evey 5000 iterations 

      If (mod(time,5000).eq.0.or.time.eq.1) Then 

        Call logdata(imax,jmax,kmax,T,delt,time) 

      End If 

 

!Export transient temp profiles at probe locations every 100 time 

steps 

      If (mod(time,100).eq.0.) Then 

        Open (3,File='transprobetemp025.csv') 

   30   Format(9(F6.2,',')) 

        Do i=1,7 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,kmax/2)-

T(imax/2,j,kmax/2))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,kmax/2) 

            End If 

          End Do 
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        End Do 

!calculate heat flux in middle of flow cell at BC, q reported in  

!units of W*cm^-2 

          qz=(3.0*T(imax/2,y2+1,kmax/2)-4.0* T(imax/2,y2+2,kmax/2) 

     &       +T(imax/2,y2+3,kmax/2))*kbl/2.0/dely/10000.0 

 

        

write(3,30)delt*time,Tprobe(1),Tprobe(2),Tprobe(3),Tprobe(4), 

     &             Tprobe(5),Tprobe(6),Tprobe(7),qz 

      End If 

 

 

 

      End Do 

      End 

 

!Data output for temp field subroutine 

 

      Subroutine logdata(imax,jmax,kmax,T,delt,time) 

 

      Real*8 T(imax,jmax,kmax) 

      Real*8 delt 

      Integer imax,jmax,kmax,time 

 

        Open (1,File='2D_Tfieldxy025.csv') 

        Open (2,File='2D_Tfieldyz025.csv') 

   10   Format(48(E12.4,',')) 

   20   Format(72(E12.4,',')) 

      write(1,*)delt*time 

      Do j=1,jmax 

      write(1,10)T(1,j,45),T(2,j,45),T(3,j,45),T(4,j,45), 

     $     T(5,j,45),T(6,j,45),T(7,j,45), 

     &     T(8,j,45),T(9,j,45),T(10,j,45),T(11,j,45), 

     &     T(12,j,45),T(13,j,45), 

     &     T(14,j,45),T(15,j,45),T(16,j,45),T(17,j,45),T(18,j,45), 

     &     T(19,j,45),T(20,j,45), 

     &     T(21,j,45),T(22,j,45),T(23,j,45),T(24,j,45),T(25,j,45), 

     &     T(26,j,45),T(27,j,45), 

     &     T(28,j,45),T(29,j,45),T(30,j,45),T(31,j,45),T(32,j,45), 

     &     T(33,j,45), 

     &     T(34,j,45),T(35,j,45),T(36,j,45),T(37,j,45),T(38,j,45), 

     &     T(39,j,45), 

     &     T(40,j,45),T(41,j,45),T(42,j,45),T(43,j,45),T(44,j,45), 

     &     T(45,j,45), 

     &     T(46,j,45),T(47,j,45),T(48,j,45)!,T(49,j,45),T(50,j,45), 

!     &     T(51,j,45), 

!     &     T(52,j,45),T(53,j,45),T(54,j,45),T(55,j,45),T(56,j,45), 

!     &     T(57,j,45) 

      End Do 

      write(2,*)delt*time 

      Do j=1,jmax 

      write(2,20)T(21,J,1),T(21,J,2),T(21,J,3),T(21,J,4), 

     $     T(21,J,5),T(21,J,6),T(21,J,7), 

     &     T(21,J,8),T(21,J,9),T(21,J,10),T(21,J,11), 
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     &     T(21,J,12),T(21,J,13), 

     &     T(21,J,14),T(21,J,15),T(21,J,16),T(21,J,17),T(21,J,18), 

     &     T(21,J,19),T(21,J,20), 

     &     T(21,J,21),T(21,J,22),T(21,J,23),T(21,J,24),T(21,J,25), 

     &     T(21,J,26),T(21,J,27), 

     &     T(21,J,28),T(21,J,29),T(21,J,30),T(21,J,31),T(21,J,32), 

     &     T(21,J,33), 

     &     T(21,J,34),T(21,J,35),T(21,J,36),T(21,J,37),T(21,J,38), 

     &     T(21,J,39), 

     &     T(21,J,40),T(21,J,41),T(21,J,42),T(21,J,43),T(21,J,44), 

     &     T(21,J,45), 

     &     T(21,J,46),T(21,J,47),T(21,J,48),T(21,J,49),T(21,J,50), 

     &     T(21,J,51), 

     &     T(21,J,52),T(21,J,53),T(21,J,54),T(21,J,55),T(21,J,56), 

     &     T(21,J,57),  

     &     T(21,J,58),T(21,J,59),T(21,J,60),T(21,J,61),T(21,J,62), 

     &     T(21,J,63),  

     &     T(21,J,64),T(21,J,65),T(21,J,66),T(21,J,67),T(21,J,68), 

     &     T(21,J,69),T(21,j,70),T(21,j,71),T(21,j,72) 

 

      End Do 

!        Close(1) 

!        Close(2) 

      End 
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APPENDIX C: FORTRAN CODE FOR THREE DIMENSIONAL, COMBINED 

CONVECTION, CONDCTION OVER SAME, CONSTANT HEAT TRANSFER 

BOUNDARY CONDITION 

      Program main 

 

!This program solves 3D, transient heat transfer in a solid tissue 

mimic 

!next to a blood flow mimic with both on top of the same temperature 

!boundary condition. This scenario assumes constant material 

properties  

!(i.e. heat capacity, thermal conductivity, density, and viscosity). 

!Thus, the momentum and continuity equations can be decoupled from 

the  

!energy equation and solved separately. The exact velocity field is 

!supplied to the energy equation by assuming Poiseuille flow in 2D 

!(y and z), i.e. du/dx=0. 

!Blood is assumed to have the thermal properties of water 

!Solid tissue is assumed to have the thermal properties of 

!~8% poly(vinyl alcohol) tissue mimic 

! 

!VARIABLES and PARAMETERS: 

!xlen=length of channel and direction of fluid flow [=] m 

!ydist=height of channel, direction perpendicular to temp BC [=] m 

!zdep=depth of channel, direction parallel to temp BC [=]= m 

!mu = viscosity of bloodm mimic [=] kg*m^-1*s^-1 

!alphati = thermal diffusivity of tissue mimic [=] m^2*s^-1 

!alphati = thermal diffusivity of blood mimic [=] m^2*s^-1 

!kcon = tissue mimic thermal conductivity [=] W m^-1 °C^-1 

!ktis = fluid mimic thermal conductivity [=] W m^-1 °C^-1 

!t=time [=] s 

!T=temperature [=] °C 

!u = x-component velocity [=] m*s^-1 

!Q = x-component volumetric flow rate [=] m^3*s^-1 

!T0=initial temperature (at time, t=0)of entire system [=] °C 

!Tbc =temperature boundary condition (t>0) [=] °C 

 

!PHYSICAL GEOMETRY 

!mimic(s) are modeled in a 2.54 by 2.54 cm cross-section flow cell 

of 

!length = 7.62 cm. This void is surrounded by a 0.3175 cm-thick wall  

!assumed to have physical properties of acrylic (PMMA), the model 

also 

!includes a 1.27 layer of air completely surrounding the flow cell 

 

!BOUNDARY CONDITIONS: 

!no slip at all walls 

!For fluid flow, T is constant at i=1 and allowed to float at i=imax 

!T is constant at 23 °C at all air boundaries 

!Constant temperature boundary condition is applied from i=1 to 

i=imax 
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!and in the xz plan at the flow cell floor 

 

!BEGIN CODE: 

 

      Real*8Rwmax 

      Integer wmax,imax,jmax,kmax 

 

!wmax is number of nodes spanning y and z directions in the flow 

cell !void (not including walls and air), jmax and kmax 

!are the total number of nodes in the y and z direction including 

!wmax, and the number of nodes across the walls and air surrounding 

!the flow cell. Number of nodes in wall is equal to 1/8 of wmax  

!and number of nodes in air is 1/2 wmax. Thus, wmax should be a  

!multiple of 8 

 

      Rwmax= 40 

      wmax=int(Rwmax) 

      imax=int(1.5*Rwmax) 

      jmax=int(2.25*Rwmax) 

      kmax=jmax 

 

      Call Energy (wmax,imax,jmax,kmax) 

 

      End 

 

      Subroutine Energy (wmax,imax,jmax,kmax) 

        Integer i,j,k,n,wmax,imax,jmax,kmax,maxits,kmaxbl 

        Integer y1,y2,y3,y4,z1,z2,z3,z4,zprobe,zbound,Tk1,Tk2 

        Integer ittotal,time 

        Logical tolex 

        Parameter (solved=0,limit=1) 

        Real*8 xlen,ydist,zdep,delt,ttotal,delx,dely,delz  

        Real*8 alphaair,alphawall,alphatis,alphabl,mu,ue,tol,Ti,Tbc 

        Real*8 h,L,w,y,z,sum,Q,delP,pi,ktis,kbl,qprobe 

        Real*8 

T(imax,jmax,kmax),u(imax,jmax,kmax),kcon(imax,jmax,kmax) 

        Real*8 alpha(imax,jmax,kmax),Tprobe(14),yT(14) 

 

!Read parameter values 

      y1=wmax/2   !end of air boundary 

      y2=y1+wmax/8   !end of wall boundary 

      y3=y2+wmax   !end of mimic boundary 

      y4=y3+wmax/8  !end of second wall boundary 

      z1=y1 

      z2=y2 

      z3=y3 

      z4=y4 

      zbound=z2+1+int(0.6*wmax)  !this is the node in the z-

direction 

                      !that corresponds to the blood/tissue 

interface 

      xlen=0.0762 

      ydist=0.05715 

      zdep=0.05715 
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      delx=xlen/imax 

      dely=ydist/jmax 

      delz=zdep/kmax 

      delt=0.005   !size of time step 

      ttotal=300.0   !total time length of model in seconds 

      ittotal=int(ttotal/delt)  !total number of iterations 

      alphaair=2.16e-5 

      alphawall=1.3e-8 

      alphatis=1.41e-7 

      ktis=0.578 

      kbl=0.600 

      kcon=0.0 

      alphabl=1.44e-7 

      mu=0.000894 

      Q=0.20/1000.0/60.0  ! volumetric flow rate [=] m^3*s^-1 

      Ti=24.0 

      Tbc=37.0 

      pi=4.0*atan(1.0) 

 

!Initial conditions: 

      u=0.0 

      T=Ti 

 

!y distance of flow cell probes 

      Do i=1,7 

        yT(i)=(y2+1)*dely-0.00005 

      End Do 

      yT(1)=yT(1)+0.00044+0.00005 

      yT(2)=yT(2)+0.00140 

      yT(3)=yT(3)+0.00213 

      yT(4)=yT(4)+0.00425 

      yT(5)=yT(5)+0.00747 

      yT(6)=yT(6)+0.01334 

      yT(7)=yT(7)+0.02191 

      yT(8)=yT(1)+0.00044+0.0002 

      yT(9)=yT(2)+0.00140 

      yT(10)=yT(3)+0.00213 

      yT(11)=yT(4)+0.00425 

      yT(12)=yT(5)+0.00747 

      yT(13)=yT(6)+0.01334 

      yT(14)=yT(7)+0.02191 

 

 

 

!Define flow field 

      h=wmax*dely 

      L=xlen 

      w=wmax*0.6*dely 

      sum=0.0 

      Do n=0,100 

        sum=sum+192.0*h/(pi)**5.0/w/(2.0*n+1.0)**5 

     &      *tanh((2.0*n+1.0)*pi*w/2.0/h) 

      End Do 

      delP=Q*12*mu/w/h**3/(1-sum) 
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      Do i=1,imax 

        Do j=y2+1,y3 

            y=h/(float(y3-y2)-1.0)*float(j-y3)+h/2.0 

          Do k=z2+1,zbound 

            z=w/(float(z3-z2)-1.0)*float(k-z3)+w/2.0 

            sum=0.0 

            Do n=0,100 

              sum=sum+32.0*(-1.0)**n*cosh((2.0*n+1.0)*pi*z/h) 

     &            *cos((2*n+1.0)*pi*y/h)/(2.0*n+1.0)**3/(pi)**3 

     &            /cosh((2.0*n+1.0)*pi*w/2.0/h) 

            End Do 

            u(i,j,k)=delP*h**2/8/mu/L*(1-4.0*y**2/h**2-sum) 

          End Do 

        End Do 

      End Do 

 

!Temperature boundary condition is underneath tissue mimic, thus the  

!BC will be applied at T(i,y2+1,zbound+depth into tissue mimic in 

!z-direction (designated as zprobe) in which driving probe in  

!experimental setup is underneathmimic. The BC at all other k will 

be !equal to the heat flux at this same point. 

 

      zprobe=z2+1+int(0.015748/delz)+1 

      Do i=1,imax 

          T(i,y2+1,zprobe)=Tbc 

      End Do 

 

!Assign thermal diffusivity to grid 

      Do i=1,imax 

        Do j=1,y1 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y1+1,y2 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y2+1,y3 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z2 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z2+1,zbound 

            alpha(i,j,k)=alphabl 
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            kcon(i,j,k)=kbl 

          End Do 

          Do k=zbound+1,z3 

            alpha(i,j,k)=alphatis 

            kcon(i,j,k)=ktis 

          End Do 

          Do k=z3+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y3+1,y4 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y4+1,jmax 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

      End Do 

 

!additional heat transfer boundary condition 

      qprobe=(3.0*T(imax/2,y2+1,zprobe)-4.0* T(imax/2,y2+2,zprobe) 

     &       +T(imax/2,y2+3,zprobe))*ktis/2.0/dely 

      print*,qprobe 

      Do i=2,imax-1 

        Do k=z2+1,z3 

          If (k.eq.zprobe) Then 

            T(i,y2+1,k)=T(i,y2+1,k) 

          Else 

            T(i,y2+1,k)=(4.0*T(i,y2+2,k)-T(i,y2+3,k)+2.0*dely*qprobe 

     &                  /kcon(i,y2+1,k))/3.0 

          End If 

        End Do 

      End Do 

 

!Begin time marching, calculate temp field at each time step 

      Do time=1,ittotal 

        print *, time*delt 

        Do i=2,imax-1 

          Do j=2,jmax-1 

            Do k=2,kmax-1 

              If (j.eq.y2+1.and.k.gt.z2+1.and.k.lt.z3+1) Then 

                T(i,j,k)=T(i,j,k) 
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              Else 

                 T(i,j,k)=T(i,j,k)+delt*(alpha(i,j,k)*((T(i+1,j,k)- 

     &         2.0*T(i,j,k)+T(i-1,j,k))/delx**2+(T(i,j+1,k)-

2.0*T(i,j,k) 

     &         +T(i,j-1,k))/dely**2+(T(i,j,k+1)-2.0*T(i,j,k) 

     &         +T(i,j,k-1))/delz**2)-(T(i+1,j,k)*u(i+1,j,k)-T(i-

1,j,k)* 

     &          u(i-1,j,k))/(2.0*delx)) 

               End If 

            End Do 

          End Do 

        End Do 

        print *,T(13,3,28),T(13,22,28),T(13,28,28),T(13,jmax-1,28) 

!        print *,T(13,16,15),T(13,16,28),T(13,16,41),T(13,16,kmax-1) 

 

!update boundary conditions 

!Temperature boundary conditions at air boundaries are constant  

!T(imax,j,k)=T(imax-1,j,k) 

      Do j=1,jmax 

        Do k=1,kmax 

          T(imax,j,k)=T(imax-1,j,k) 

        End Do 

      End Do 

 

!Boundary condition at zprobe is Tbc, from this BC, q at zbound is  

!calculated using one sided difference. From this q, T is calculated 

at  

!y2+1 in xz plane using one sided difference. 

 

      qprobe=(3.0*T(imax/2,y2+1,zprobe)-4.0* T(imax/2,y2+2,zprobe) 

     &       +T(imax/2,y2+3,zprobe))*ktis/2.0/dely 

      Do i=2,imax 

        Do k=z2+1,z3 

          If (k.eq.zprobe) Then 

            T(i,y2+1,k)=T(i,y2+1,k) 

          Else 

            T(i,y2+1,k)=(4.0*T(i,y2+2,k)-T(i,y2+3,k)+2.0*dely*qprobe 

     &                  /kcon(i,y2+1,k))/3.0 

          End If 

        End Do 

      End Do 

 

!Export temp field to .csv file evey 5000 iterations 

      If (mod(time,5000).eq.0.or.time.eq.1) Then 

        Call logdata(imax,jmax,kmax,T,delt,time) 

      End If 

 

!Export transient temp profiles at probe locations every 100 time 

steps 

      If (mod(time,100).eq.0.) Then 

        Open (3,File='transprobetemp56.csv') 

   30   Format(15(F6.2,',')) 

        Tk1=int(z2+1+0.00691/delz) 

        Tk2=int(z2+1+0.01849/delz) 
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        Do i=1,7 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,Tk1)-T(imax/2,j,Tk1))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,Tk1) 

            End If 

          End Do 

        End Do 

        Do i=8,14 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,Tk2)-T(imax/2,j,Tk2))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,Tk2) 

            End If 

          End Do 

        End Do 

 

        

write(3,30)delt*time,Tprobe(1),Tprobe(2),Tprobe(3),Tprobe(4), 

     &             

Tprobe(5),Tprobe(6),Tprobe(7),Tprobe(8),Tprobe(9), 

     &             Tprobe(10),Tprobe(11),Tprobe(12),Tprobe(13), 

     &             Tprobe(14) 

 

      End If 

 

 

 

      End Do 

      End 

 

!Data output subroutine 

 

      Subroutine logdata(imax,jmax,kmax,T,delt,time) 

 

      Real*8 T(imax,jmax,kmax) 

      Real*8 delt 

      Integer imax,jmax,kmax,time 

 

        Open (1,File='2D_Tfieldxycomb56.csv') 

        Open (2,File='2D_Tfieldyzcomb56.csv') 

   10   Format(60(E12.4,',')) 

   20   Format(72(E12.4,',')) 

      write(1,*)delt*time 

      Do j=1,jmax 

      write(1,10)T(1,j,45),T(2,j,45),T(3,j,45),T(4,j,45), 

     $     T(5,j,45),T(6,j,45),T(7,j,45), 

     &     T(8,j,45),T(9,j,45),T(10,j,45),T(11,j,45), 

     &     T(12,j,45),T(13,j,45), 

     &     T(14,j,45),T(15,j,45),T(16,j,45),T(17,j,45),T(18,j,45), 

     &     T(19,j,45),T(20,j,45), 

     &     T(21,j,45),T(22,j,45),T(23,j,45),T(24,j,45),T(25,j,45), 

     &     T(26,j,45),T(27,j,45), 

     &     T(28,j,45),T(29,j,45),T(30,j,45),T(31,j,45),T(32,j,45), 
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     &     T(33,j,45), 

     &     T(34,j,45),T(35,j,45),T(36,j,45),T(37,j,45),T(38,j,45), 

     &     T(39,j,45), 

     &     T(40,j,45),T(41,j,45),T(42,j,45),T(43,j,45),T(44,j,45), 

     &     T(45,j,45), 

     &     T(46,j,45),T(47,j,45),T(48,j,45),T(49,j,45),T(50,j,45), 

     &     T(51,j,45), 

     &     T(52,j,45),T(53,j,45),T(54,j,45),T(55,j,45),T(56,j,45), 

     &     T(57,j,45), T(58,j,45), T(59,j,45), T(60,j,45) 

      End Do 

      write(2,*)delt*time 

      Do j=1,jmax 

      write(2,20)T(30,J,1),T(30,J,2),T(30,J,3),T(30,J,4), 

     $     T(30,J,5),T(30,J,6),T(30,J,7), 

     &     T(30,J,8),T(30,J,9),T(30,J,10),T(30,J,11), 

     &     T(30,J,12),T(30,J,13), 

     &     T(30,J,14),T(30,J,15),T(30,J,16),T(30,J,17),T(30,J,18), 

     &     T(30,J,19),T(30,J,20), 

     &     T(30,J,21),T(30,J,22),T(30,J,23),T(30,J,24),T(30,J,25), 

     &     T(30,J,26),T(30,J,27), 

     &     T(30,J,28),T(30,J,29),T(30,J,30),T(30,J,31),T(30,J,32), 

     &     T(30,J,33), 

     &     T(30,J,34),T(30,J,35),T(30,J,36),T(30,J,37),T(30,J,38), 

     &     T(30,J,39), 

     &     T(30,J,40),T(30,J,41),T(30,J,42),T(30,J,43),T(30,J,44), 

     &     T(30,J,45), 

     &     T(30,J,46),T(30,J,47),T(30,J,48),T(30,J,49),T(30,J,50), 

     &     T(30,J,51), 

     &     T(30,J,52),T(30,J,53),T(30,J,54),T(30,J,55),T(30,J,56), 

     &     T(30,J,57),  

     &     T(30,J,58),T(30,J,59),T(30,J,60),T(30,J,61),T(30,J,62), 

     &     T(30,J,63),  

     &     T(30,J,64),T(30,J,65),T(30,J,66),T(30,J,67),T(30,J,68), 

     &     T(30,J,69),T(30,j,70),T(30,j,71),T(30,j,72) 

 

      End Do 

!        Close(1) 

!        Close(2) 

      End 
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APPENDIX D: FORTRAN CODE FOR THREE DIMENSIONAL, COMBINED 

CONVECTION, CONDCTION OVER SAME, CONSTANT TEMPERATURE 

BOUNDARY CONDITION 

      Program main 

 

!This program solves 3D, transient heat transfer in a solid tissue 

mimic 

!next to a blood flow mimic with both on top of the same temperature 

!boundary condition. This scenario assumes constant material 

properties  

!(i.e. heat capacity, thermal conductivity, density, and viscosity). 

!Thus, the momentum and continuity equations can be decoupled from 

the  

!energy equation and solved separately. The exact velocity field is 

!supplied to the energy equation by assuming Poiseuille flow in 2D 

!(y and z), i.e. du/dx=0. 

!Blood is assumed to have the thermal properties of water 

!Solid tissue is assumed to have the thermal properties of 

!~8% poly(vinyl alcohol) tissue mimic 

! 

!VARIABLES and PARAMETERS: 

!xlen=length of channel and direction of fluid flow [=] m 

!ydist=height of channel, direction perpendicular to temp BC [=] m 

!zdep=depth of channel, direction parallel to temp BC [=]= m 

!mu = viscosity of bloodm mimic [=] kg*m^-1*s^-1 

!alphati = thermal diffusivity of tissue mimic [=] m^2*s^-1 

!alphati = thermal diffusivity of blood mimic [=] m^2*s^-1 

!kcon = tissue mimic thermal conductivity [=] W m^-1 °C^-1 

!ktis = fluid mimic thermal conductivity [=] W m^-1 °C^-1 

!t=time [=] s 

!T=temperature [=] °C 

!u = x-component velocity [=] m*s^-1 

!Q = x-component volumetric flow rate [=] m^3*s^-1 

!T0=initial temperature (at time, t=0)of entire system [=] °C 

!Tbc =temperature boundary condition (t>0) [=] °C 

 

!PHYSICAL GEOMETRY 

!mimic(s) are modeled in a 2.54 by 2.54 cm cross-section flow cell 

of 

!length = 7.62 cm. This void is surrounded by a 0.3175 cm-thick wall  

!assumed to have physical properties of acrylic (PMMA), the model 

also 

!includes a 1.27 layer of air completely surrounding the flow cell 

 

!BOUNDARY CONDITIONS: 

!no slip at all walls 

!For fluid flow, T is constant at i=1 and allowed to float at i=imax 

!T is constant at 23 °C at all air boundaries 

!Constant temperature boundary condition is applied from i=1 to 

i=imax 
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!and in the xz plan at the flow cell floor 

 

!BEGIN CODE: 

 

      Real*8Rwmax 

      Integer wmax,imax,jmax,kmax 

 

!wmax is number of nodes spanning y and z directions in the flow 

cell !void (not including walls and air), jmax and kmax 

!are the total number of nodes in the y and z direction including 

!wmax, and the number of nodes across the walls and air surrounding 

!the flow cell. Number of nodes in wall is equal to 1/8 of wmax  

!and number of nodes in air is 1/2 wmax. Thus, wmax should be a  

!multiple of 8 

 

      Rwmax= 40 

      wmax=int(Rwmax) 

      imax=int(1.5*Rwmax) 

      jmax=int(2.25*Rwmax) 

      kmax=jmax 

 

      Call Energy (wmax,imax,jmax,kmax) 

 

      End 

 

      Subroutine Energy (wmax,imax,jmax,kmax) 

        Integer i,j,k,n,wmax,imax,jmax,kmax,maxits,kmaxbl 

        Integer y1,y2,y3,y4,z1,z2,z3,z4,zprobe,zbound,Tk1,Tk2 

        Integer ittotal,time 

        Logical tolex 

        Parameter (solved=0,limit=1) 

        Real*8 xlen,ydist,zdep,delt,ttotal,delx,dely,delz  

        Real*8 alphaair,alphawall,alphatis,alphabl,mu,ue,tol,Ti,Tbc 

        Real*8 h,L,w,y,z,sum,Q,delP,pi,ktis,kbl,qprobe 

        Real*8 

T(imax,jmax,kmax),u(imax,jmax,kmax),kcon(imax,jmax,kmax) 

        Real*8 alpha(imax,jmax,kmax),Tprobe(14),yT(14),qz(kmax) 

 

        Open (3,File='transprobetemp046.csv') 

   30   Format(15(F6.2,',')) 

        Open (4,File='transqz046.csv') 

   40   Format(41(F6.2,',')) 

 

 

 

!Read parameter values 

      y1=wmax/2   !end of air boundary 

      y2=y1+wmax/8   !end of wall boundary 

      y3=y2+wmax   !end of mimic boundary 

      y4=y3+wmax/8  !end of second wall boundary 

      z1=y1 

      z2=y2 

      z3=y3 

      z4=y4 
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      zbound=45  !this is the node in the z-direction 

                      !that corresponds to the blood/tissue 

interface 

      xlen=0.0762 

      ydist=0.05715 

      zdep=0.05715 

      delx=xlen/imax 

      dely=ydist/jmax 

      delz=zdep/kmax 

      delt=0.005   !size of time step 

      ttotal=300.0   !total time length of model in seconds 

      ittotal=int(ttotal/delt)  !total number of iterations 

      alphaair=2.16e-5 

      alphawall=1.3e-8 

      alphatis=1.41e-7 

      ktis=0.578 

      kbl=0.600 

      kcon=0.0 

      alphabl=1.44e-7 

      mu=0.000894 

      Q=0.20/1000.0/60.0  ! volumetric flow rate [=] m^3*s^-1 

      Ti=37.0 

      Tbc=50.0 

      pi=4.0*atan(1.0) 

 

!Initial conditions: 

      u=0.0 

      T=Ti 

      Do k=z2+1,z3 

        qz(k-z2)=float(k) 

      End Do 

        write(4,40)0.0,qz(1), qz(2), qz(3), qz(4), qz(5), 

     &             qz(6), qz(7), qz(8), qz(9), qz(10), 

     &             qz(11), qz(12), qz(13), qz(14),qz(15), 

     &             qz(16), qz(17), qz(18), qz(19),qz(20), 

     &             qz(21), qz(22), qz(23), qz(24),qz(25), 

     &             qz(26), qz(27), qz(28), qz(29),qz(30), 

     &             qz(31), qz(32), qz(33), qz(34),qz(35), 

     &             qz(36), qz(37), qz(38), qz(39),qz(40) 

 

 

!y distance of flow cell probes 

      Do i=1,7 

        yT(i)=(y2+1)*dely 

      End Do 

      yT(1)=yT(1)+0.00044+0.0002 

      yT(2)=yT(2)+0.00140 

      yT(3)=yT(3)+0.00213 

      yT(4)=yT(4)+0.00425 

      yT(5)=yT(5)+0.00747 

      yT(6)=yT(6)+0.01334 

      yT(7)=yT(7)+0.02191 

      yT(8)=yT(1)+0.00044+0.0002 

      yT(9)=yT(2)+0.00140 
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      yT(10)=yT(3)+0.00213 

      yT(11)=yT(4)+0.00425 

      yT(12)=yT(5)+0.00747 

      yT(13)=yT(6)+0.01334 

      yT(14)=yT(7)+0.02191 

 

 

 

!Define flow field 

      h=wmax*dely 

      L=xlen 

      w=wmax*0.6*dely 

      sum=0.0 

      Do n=0,100 

        sum=sum+192.0*h/(pi)**5.0/w/(2.0*n+1.0)**5 

     &      *tanh((2.0*n+1.0)*pi*w/2.0/h) 

      End Do 

      delP=Q*12*mu/w/h**3/(1-sum) 

      Do i=1,imax 

        Do j=y2+1,y3 

            y=h/(float(y3-y2)-1.0)*float(j-y3)+h/2.0 

          Do k=z2+1,zbound 

            z=w/(float(z3-z2)-1.0)*float(k-z3)+w/2.0 

            sum=0.0 

            Do n=0,100 

              sum=sum+32.0*(-1.0)**n*cosh((2.0*n+1.0)*pi*z/h) 

     &            *cos((2*n+1.0)*pi*y/h)/(2.0*n+1.0)**3/(pi)**3 

     &            /cosh((2.0*n+1.0)*pi*w/2.0/h) 

            End Do 

            u(i,j,k)=delP*h**2/8/mu/L*(1-4.0*y**2/h**2-sum) 

          End Do 

        End Do 

      End Do 

 

!Temperature boundary condition is underneath tissue mimic, thus the  

!BC will be applied at T(i,y2+1,zbound+depth into tissue mimic in 

!z-direction (designated as zprobe) in which driving probe in  

!experimental setup is underneathmimic. The BC at all other k will 

be !equal to the heat flux at this same point. 

 

!      zprobe=45 

      Do i=1,imax 

        Do k=z2+1,z3 

          T(i,y2+1,k)=Tbc 

        End Do 

      End Do 

 

!Assign thermal diffusivity to grid 

      Do i=1,imax 

        Do j=1,y1 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 
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        Do j=y1+1,y2 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y2+1,y3 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z2 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z2+1,zbound 

            alpha(i,j,k)=alphabl 

            kcon(i,j,k)=kbl 

          End Do 

          Do k=zbound+1,z3 

            alpha(i,j,k)=alphatis 

            kcon(i,j,k)=ktis 

          End Do 

          Do k=z3+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y3+1,y4 

          Do k=1,z1 

            alpha(i,j,k)=alphaair 

          End Do 

          Do k=z1+1,z4 

            alpha(i,j,k)=alphawall 

          End Do 

          Do k=z4+1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

        Do j=y4+1,jmax 

          Do k=1,kmax 

            alpha(i,j,k)=alphaair 

          End Do 

        End Do 

      End Do 

 

 

!      qprobe=(3.0*T(imax/2,y2+1,zprobe)-4.0* T(imax/2,y2+2,zprobe) 

!     &       +T(imax/2,y2+3,zprobe))*ktis/2.0/dely 
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!      print*,qprobe 

!      Do i=2,imax-1 

!        Do k=z2+1,z3 

!          If (k.eq.zprobe) Then 

!            T(i,y2+1,k)=T(i,y2+1,k) 

!          Else 

!            T(i,y2+1,k)=(4.0*T(i,y2+2,k)-

T(i,y2+3,k)+2.0*dely*qprobe 

!     &                  /kcon(i,y2+1,k))/3.0 

!          End If 

!        End Do 

!      End Do 

 

!Begin time marching, calculate temp field at each time step 

      Do time=1,ittotal 

        print *, time*delt 

        Do i=2,imax-1 

          Do j=2,jmax-1 

            Do k=2,kmax-1 

              If (j.eq.y2+1.and.k.gt.z2+1.and.k.lt.z3+1) Then 

                T(i,j,k)=T(i,j,k) 

              Else 

                 T(i,j,k)=T(i,j,k)+delt*(alpha(i,j,k)*((T(i+1,j,k)- 

     &         2.0*T(i,j,k)+T(i-1,j,k))/delx**2+(T(i,j+1,k)-

2.0*T(i,j,k) 

     &         +T(i,j-1,k))/dely**2+(T(i,j,k+1)-2.0*T(i,j,k) 

     &         +T(i,j,k-1))/delz**2)-(T(i+1,j,k)*u(i+1,j,k)-T(i-

1,j,k)* 

     &          u(i-1,j,k))/(2.0*delx)) 

               End If 

            End Do 

          End Do 

        End Do 

!        print *,T(13,3,28),T(13,22,28),T(13,28,28),T(13,jmax-1,28) 

!        print *,T(13,16,15),T(13,16,28),T(13,16,41),T(13,16,kmax-1) 

 

!update boundary conditions 

!Temperature boundary conditions at air boundaries are constant 

!Boundary conditions at flow cell ends (i=1 and i=imax) are periodic 

for  

!the conduction only scenario. For convection, T=constant at i=1 and  

!T(imax,j,k)=T(imax-1,j,k) 

      Do j=1,jmax 

        Do k=1,kmax 

          T(imax,j,k)=T(imax-1,j,k) 

        End Do 

      End Do 

 

!Boundary condition at zprobe is Tbc, from this BC, q at zbound is  

!calculated using one sided difference. From this q, T is calculated 

at  

!y2+1 in xz plane using one sided difference. 

 

!      qprobe=(3.0*T(imax/2,y2+1,zprobe)-4.0* T(imax/2,y2+2,zprobe) 
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!     &       +T(imax/2,y2+3,zprobe))*ktis/2.0/dely 

!      Do i=2,imax 

!        Do k=z2+1,z3 

!          If (k.eq.zprobe) Then 

!            T(i,y2+1,k)=T(i,y2+1,k) 

!          Else 

!            T(i,y2+1,k)=(4.0*T(i,y2+2,k)-

T(i,y2+3,k)+2.0*dely*qprobe 

!     &                  /kcon(i,y2+1,k))/3.0 

!          End If 

!        End Do 

!      End Do 

 

!Export temp field to .csv file evey 5000 iterations      If 

(mod(time,5000).eq.0.or.time.eq.1) Then 

        Call logdata(imax,jmax,kmax,T,delt,time) 

      End If 

 

!Export transient temp profiles at probe locations every 100 time 

steps 

      If (mod(time,100).eq.0.) Then 

        Tk1=int(z2+1+0.00691/delz) 

        Tk2=int(z2+1+0.01849/delz) 

        Do i=1,7 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,Tk1)-T(imax/2,j,Tk1))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,Tk1) 

            End If 

          End Do 

        End Do 

        Do i=8,14 

          Do j=1,jmax 

            If(j*dely.lt.yT(i).and.(j+1)*dely.gt.yT(i)) Then 

            Tprobe(i)=(T(imax/2,j+1,Tk2)-T(imax/2,j,Tk2))/j/dely 

     &      *(yT(i)-j*dely)+T(imax/2,j,Tk2) 

            End If 

          End Do 

        End Do 

 

        

write(3,30)delt*time,Tprobe(1),Tprobe(2),Tprobe(3),Tprobe(4), 

     &             

Tprobe(5),Tprobe(6),Tprobe(7),Tprobe(8),Tprobe(9), 

     &             Tprobe(10),Tprobe(11),Tprobe(12),Tprobe(13), 

     &             Tprobe(14) 

 

      End If 

 

!output q as a function of z from z=z2+1 to z=z3 at x=imax/2,y=y2+1. 

!q will have units of W*cm-2. 

 

      If (time.eq.1.or.mod(time,int((ttotal/60/delt))).eq.0) Then 

        Do k=z2+1,z3 
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          qz(k-z2)=(3.0*T(imax/2,y2+1,k)-4.0* T(imax/2,y2+2,k) 

     &       +T(imax/2,y2+3,k))*kcon(imax/2,y2+1,k)/2.0/dely/10000.0 

        End Do 

        write(4,40)time*delt,qz(1), qz(2), qz(3), qz(4), qz(5), 

     &             qz(6), qz(7), qz(8), qz(9), qz(10), 

     &             qz(11), qz(12), qz(13), qz(14),qz(15), 

     &             qz(16), qz(17), qz(18), qz(19),qz(20), 

     &             qz(21), qz(22), qz(23), qz(24),qz(25), 

     &             qz(26), qz(27), qz(28), qz(29),qz(30), 

     &             qz(31), qz(32), qz(33), qz(34),qz(35), 

     &             qz(36), qz(37), qz(38), qz(39),qz(40) 

      End If 

 

 

 

      End Do 

      End 

 

!Data output subroutine 

 

      Subroutine logdata(imax,jmax,kmax,T,delt,time) 

 

      Real*8 T(imax,jmax,kmax) 

      Real*8 delt 

      Integer imax,jmax,kmax,time 

 

        Open (1,File='2D_Tfieldxy046.csv') 

        Open (2,File='2D_Tfieldyz046.csv') 

   10   Format(60(E12.4,',')) 

   20   Format(72(E12.4,',')) 

      write(1,*)delt*time 

      Do j=1,jmax 

      write(1,10)T(1,j,45),T(2,j,45),T(3,j,45),T(4,j,45), 

     $     T(5,j,45),T(6,j,45),T(7,j,45), 

     &     T(8,j,45),T(9,j,45),T(10,j,45),T(11,j,45), 

     &     T(12,j,45),T(13,j,45), 

     &     T(14,j,45),T(15,j,45),T(16,j,45),T(17,j,45),T(18,j,45), 

     &     T(19,j,45),T(20,j,45), 

     &     T(21,j,45),T(22,j,45),T(23,j,45),T(24,j,45),T(25,j,45), 

     &     T(26,j,45),T(27,j,45), 

     &     T(28,j,45),T(29,j,45),T(30,j,45),T(31,j,45),T(32,j,45), 

     &     T(33,j,45), 

     &     T(34,j,45),T(35,j,45),T(36,j,45),T(37,j,45),T(38,j,45), 

     &     T(39,j,45), 

     &     T(40,j,45),T(41,j,45),T(42,j,45),T(43,j,45),T(44,j,45), 

     &     T(45,j,45), 

     &     T(46,j,45),T(47,j,45),T(48,j,45),T(49,j,45),T(50,j,45), 

     &     T(51,j,45), 

     &     T(52,j,45),T(53,j,45),T(54,j,45),T(55,j,45),T(56,j,45), 

     &     T(57,j,45), T(58,j,45), T(59,j,45), T(60,j,45) 

      End Do 

      write(2,*)delt*time 

      Do j=1,jmax 

      write(2,20)T(30,J,1),T(30,J,2),T(30,J,3),T(30,J,4), 
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     $     T(30,J,5),T(30,J,6),T(30,J,7), 

     &     T(30,J,8),T(30,J,9),T(30,J,10),T(30,J,11), 

     &     T(30,J,12),T(30,J,13), 

     &     T(30,J,14),T(30,J,15),T(30,J,16),T(30,J,17),T(30,J,18), 

     &     T(30,J,19),T(30,J,20), 

     &     T(30,J,21),T(30,J,22),T(30,J,23),T(30,J,24),T(30,J,25), 

     &     T(30,J,26),T(30,J,27), 

     &     T(30,J,28),T(30,J,29),T(30,J,30),T(30,J,31),T(30,J,32), 

     &     T(30,J,33), 

     &     T(30,J,34),T(30,J,35),T(30,J,36),T(30,J,37),T(30,J,38), 

     &     T(30,J,39), 

     &     T(30,J,40),T(30,J,41),T(30,J,42),T(30,J,43),T(30,J,44), 

     &     T(30,J,45), 

     &     T(30,J,46),T(30,J,47),T(30,J,48),T(30,J,49),T(30,J,50), 

     &     T(30,J,51), 

     &     T(30,J,52),T(30,J,53),T(30,J,54),T(30,J,55),T(30,J,56), 

     &     T(30,J,57),  

     &     T(30,J,58),T(30,J,59),T(30,J,60),T(30,J,61),T(30,J,62), 

     &     T(30,J,63),  

     &     T(30,J,64),T(30,J,65),T(30,J,66),T(30,J,67),T(30,J,68), 

     &     T(30,J,69),T(30,j,70),T(30,j,71),T(30,j,72) 

 

      End Do 

!        Close(1) 

!        Close(2) 

      End 
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APPENDIX E: FORTRAN CODE FOR SEMI-IMPLICIT PRESSURE LINKED 

EQUATIONS (SIMPLE) ALGORITHM FOR SOLVING FLUID FLOW IN 

INCOMPRESSIBLE FLUIDS 

      Program SIMPLE 

 

!This program uses the pressure correction technique to solve 3D 

!incompressible flow on a rectangular grid 

!Boundary conditions: v=u=w=pp=0 at (1,j), pp=0 at outflow (imax,j) 

!exit, moving plate at (i,jmax) with x-direction velocity: u = ue 

!no-slip boundary condition at (i,1) 

 

!xlen=length of plate (upper and lower walls) [=] ft 

!ydist=distance between plates [=] ft 

!zdep=depth of channel [=]= ft 

!rho = constant density [=]slug*ft^-3 

!mu = viscosity [=] slug*ft^-1*s^-1 

!ue = velocity of moving upper wall [=] ft*s^-1 

!u = x-component velocity [=] ft*s^-1 

!v = y-component velocity [=] ft*s^-1 

!w = z-component velocity [=] ft*s^-1 

!p = pressure 

!pstar is the guessed value of p 

!pp is the corrected pressure (p=pstar+pp) 

!using a staggered grid with each dependent variable having its own 

!indexing system. i.e.: 

!           |        x         |         y         |         z 

!u runs from i=2,imax-1 (even) | j=2,jmax-1 (even) | k=3,kmax-2 

(odd) 

!v runs from i=1,imax   (odd)  | j=1,jmax   (odd)  | k=1,kmax   

(odd) 

!w runs from i=3,imax-2 (odd)  | j=2,jmax-1 (even) | k=2,kmax-1 

(even) 

!p runs from i=3,imax-2 (odd)  | j=2,jmax-1 (even) | k=3,kmax-2 

(odd)  

 

! Declare Variables 

        Integer i,j,k,imax,jmax,kmax,maxits,maxitssor,statussor  

        Integer count,status,noofit,noofitsor 

        Logical tolex 

        Parameter (solved=0,limit=1) 

        Real*8 rho,xlen,ydist,zdep,delt,mu,delx,dely,delz 

        Real*8 vbar,vdbar,ubar,udbar,wbar,wdbar 

        Real*8 astar,bstar,cstar,tol,tolsor,alphap,ue  

        Real*8 jj,bb,cc,x,xx  

        Real*8 u(35,23,79),v(35,23,79),w(35,23,79) 

        Real*8 

rhoustar(35,23,79),rhovstar(35,23,79),rhowstar(35,23,79) 

        Real*8 p(35,23,79),pp(35,23,79),pstar(35,23,79) 

        Real*8 ppsolved(35,23,79),e(35,23,79) 

        Real*8 chcon(35,23,79) 
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! Read parameter values 

      rho=998.0 ![=] kg*m^-3 

      xlen=0.127 ![=] m 

      ydist=0.0254 ![=] m 

      zdep=0.0254 ![=] m  

      delt=0.00001 

      mu=0.000894 ![=] kg*m^-1*s^-1 

      imax=35 

      jmax=23 

      kmax=79 

      delx=xlen/((float(imax)-1.0)/2.0) 

      dely=ydist/((float(jmax)-1.0)/2.0) 

      delz=zdep/((float(kmax)-1.0)/2.0) 

      ue=0.01030 ![=] m*s^-1 

      maxits=100000 !max number of iterations 

      tol=5.0e-10 !error when reached will stop the computation 

      alphap=0.8 

 

! Initiate grid 

      u=0.0 

      rhoustar=0.0 

      v=0.0 

      rhovstar=0.0 

      w=0.0 

      rhowstar=0.0 

      p=0.0 

      pstar=0.0 

      pp=0.0 

      e=0.0 

 

!Apply boundary conditions 

!boundary conditions on u  

!no slip bc at walls, allowed to float at inflow and outflow bc  

      Do i=2,imax-1,2 

        Do j=4,jmax-3,2 

          Do k=5,kmax-4,2 

            jj=float(j) 

            bb=(float(jmax-1)+2.0) 

            cc=2.0*(float(jmax-1)+2.0) 

            x=float(jmax)/2.0+0.5 

            xx=(x**2.0-bb*x+cc) 

            u(i,j,k)=ue*(jj**2.0-bb*jj+cc)/xx 

          End Do 

        End Do 

      End Do 

      Do i=2,imax-1,2 

       Do j=2,jmax-1,2 

         Do k=3,kmax-2,2 

           rhoustar(i,j,k)=u(i,j,k)*rho 

         End Do 

       End Do 

      End Do 
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!boundary conditions on v and w: no slip bc at all walls, allowed to  

!float at outflow, v=w=0 at inflow (i=1) 

!boundary conditions on pp are zero around entire volume, 

!since all dependent variable matrices are initiated with values of 

0.0,  

!do not need to write any code, floating bcs will be updated at each  

!iteration 

 

!Pressure boundary condition at outlet is constant and smaller than  

!inlet due to pressure drop 

      Do j=2, jmax-1,2 

       Do k=3, kmax-2,2 

        p(imax-2,j,k)=p(3,j,k)-8.0*mu*ue/ydist**2.0*xlen 

        pstar(imax-2,j,k)=pstar(3,j,k)-8.0*mu*ue/ydist**2.0*xlen 

       End Do 

      End Do 

 

!start iteration 

      Do count=1,maxits 

        print *,count 

        tolex=.false. 

        print *, u(2,12,11),u(4,12,11),u(20,12,11) 

        print *, e(3,12,11),e(5,12,11),e(21,12,11) 

 

 

!solve for rhoustar, rhovstar, and rhowstar for all interior grid 

points 

 

!rhoustar: 

        Do i=4,imax-3,2 

          Do j=4,jmax-3,2 

            Do k=5,kmax-4,2 

              vbar=0.5*(v(i+1,j+1,k)+v(i-1,j+1,k)) 

              vdbar=0.5*(v(i+1,j-1,k)+v(i-1,j-1,k)) 

              wbar=0.5*(w(i+1,j,k+1)+w(i-1,j,k+1)) 

              wdbar=0.5*(w(i+1,j,k-1)+w(i-1,j,k-1)) 

              astar=-rho*((u(i+2,j,k)**2.0-u(i-

2,j,k)**2.0)/(2.0*delx) 

     &                  +(u(i,j+2,k)*vbar-u(i,j-

2,k)*vdbar)/(2.0*dely) 

     &                  +(u(i,j,k+2)*wbar-u(i,j,k-

2)*wdbar)/(2.0*delz)) 

     &              +mu*((u(i+2,j,k)-2.0*u(i,j,k)+u(i-

2,j,k))/delx**2.0 

     &                  +(u(i,j+2,k)-2.0*u(i,j,k)+u(i,j-

2,k))/dely**2.0 

     &                  +(u(i,j,k+2)-2.0*u(i,j,k)+u(i,j,k-

2))/delz**2.0) 

              rhoustar(i,j,k)=rho*u(i,j,k)+astar*delt-delt/delx* 

     &                   (pstar(i+1,j,k)-pstar(i-1,j,k)) 

            End Do 

          End Do 

        End Do 
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!rhovstar: 

        Do i=3,imax-2,2 

          Do j=3,jmax-2,2 

            Do k=3,kmax-2,2 

              ubar=0.5*(u(i+1,j+1,k)+u(i+1,j-1,k)) 

              udbar=0.5*(u(i-1,j+1,k)+u(i-1,j-1,k)) 

              wbar=0.5*(w(i,j+1,k+1)+w(i,j-1,k+1)) 

              wdbar=0.5*(w(i,j+1,k-1)+w(i,j-1,k-1)) 

              bstar=-rho*((v(i+2,j,k)*ubar-v(i-

2,j,k)*udbar)/(2.0*delx) 

     &                  +(v(i,j+2,k)**2.0-v(i,j-

2,k)**2.0)/(2.0*dely) 

     &                  +(v(i,j,k+2)*wbar-v(i,j,k-

2)*wdbar)/(2.0*delz)) 

     &              +mu*((v(i+2,j,k)-2.0*v(i,j,k)+v(i-

2,j,k))/delx**2.0 

     &                  +(v(i,j+2,k)-2.0*v(i,j,k)+v(i,j-

2,k))/dely**2.0 

     &                  +(v(i,j,k+2)-2.0*v(i,j,k)+v(i,j,k-

2))/delz**2.0) 

              rhovstar(i,j,k)=rho*v(i,j,k)+bstar*delt-delt/dely* 

     &                   (pstar(i,j+1,k)-pstar(i,j-1,k)) 

            End Do 

          End Do 

        End Do 

 

!rhowstar: 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            Do k=4,kmax-3,2 

              ubar=0.5*(u(i+1,j,k+1)+u(i+1,j,k-1)) 

              udbar=0.5*(u(i-1,j,k+1)+u(i-1,j,k-1)) 

              vbar=0.5*(w(i,j+1,k+1)+w(i,j+1,k-1)) 

              vdbar=0.5*(w(i,j-1,k+1)+w(i,j-1,k-1)) 

              cstar=-rho*((w(i+2,j,k)*ubar-w(i-

2,j,k)*udbar)/(2.0*delx) 

     &                  +(w(i,j+2,k)*vbar-w(i,j-

2,k)*vdbar)/(2.0*dely) 

     &                  +(w(i,j,k+2)**2.0-w(i,j,k-

2)**2.0)/(2.0*delz)) 

     &              +mu*((w(i+2,j,k)-2.0*w(i,j,k)+w(i-

2,j,k))/delx**2.0 

     &                  +(w(i,j+2,k)-2.0*w(i,j,k)+w(i,j-

2,k))/dely**2.0 

     &                  +(w(i,j,k+2)-2.0*w(i,j,k)+w(i,j,k-

2))/delz**2.0) 

              rhowstar(i,j,k)=rho*w(i,j,k)+cstar*delt-delt/delz* 

     &                   (pstar(i,j,k+1)-pstar(i,j,k-1)) 

            End Do 

          End Do 

        End Do 

 

!update inflow and outflow boundary conditions for u, v, and w 

        Do j=4,jmax-3,2 
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          Do k=5,kmax-4,2 

            rhoustar(imax-1,j,k)=rhoustar(imax-3,j,k) 

          End Do 

        End Do 

        Do j=3,jmax-2,2 

          Do k=3,kmax-2,2 

            rhovstar(imax,j,k)=rhovstar(imax-2,j,k) 

          End Do 

        End Do 

        Do j=4,jmax-3,2 

          Do k=4,kmax-3,2 

            rhowstar(imax-1,j,k)=rhowstar(imax-3,j,k) 

          End Do 

        End Do 

 

!using rhoustar, rhovstar, rhowstar, solve for the corrected 

pressure 

!(denoted as pp)using the pressure correction formula which is 

solved  

!using the successive overrelaxation subroutine (sor) 

 

!prepare e matrix for sor subroutine  

!e can be thought of as a mass source term and represents how far 

the 

!continuity equation deviates from the converged answer. Thus, e 

will  

!approach zero as the continuity equations converges. 

 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            Do k=5,kmax-4,2 

              chcon(i,j,k)=e(i,j,k) 

              e(i,j,k)=(rhoustar(i+1,j,k)-rhoustar(i-1,j,k))/delx  

     &                +(rhovstar(i,j+1,k)-rhovstar(i,j-1,k))/dely 

     &                +(rhowstar(i,j,k+1)-rhowstar(i,j,k-1))/delz 

            End Do 

          End Do 

        End Do 

 

!call subroutine sor to solve for pp 

!tol is the tolerance that when reached, the solution is converged, 

!sor will stop if tol is not reached by the time the max number of 

!iterations (maxits) have been computed. Corrected pressure is 

outputted  

!in matrix ppsolved, noofitsor is the number of iterations computed 

for 

!convergence 

        tolsor = 5e-5 

        maxitssor=10000 

        Call sor (imax,jmax,kmax,e,delx,dely,delz,delt,   !inputs 

     &            tolsor,maxitssor,   !continued inputs 

     &                   status,pp,noofitsor)   !ouputs 

 

!update p with the corrected pressure from ppsolved 
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!alphap is an underrelaxation factor, this value can be adjusted if 

the 

!computation is converging slowly or is not converging 

        alphap=0.2 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            Do k=5,kmax-4,2 

              p(i,j,k)=pstar(i,j,k)+alphap*pp(i,j,k) 

!check if solution has converged 

              If (.not. tolex) Then 

                If (abs(chcon(i,j,k)-e(i,j,k)).gt.tol) Then 

                  tolex=.true. 

                End If 

              End If 

!update pstar with new p values 

              pstar(i,j,k)=p(i,j,k) 

            End Do 

          End Do 

        End Do 

 

!update pressure boundary conditions 

        Do i=5,imax-4,2 

          Do k=3,kmax-2,2 

            pstar(i,2,k)=2.0*pstar(i,4,k)-pstar(i,6,k)  

            pstar(i,jmax-1,k)=2.0*pstar(i,jmax-3,k)- 

     &      pstar(i,jmax-5,k)  

            pp(i,2,k)=2.0*pp(i,4,k)-pp(i,6,k)  

            pp(i,jmax-1,k)=2.0*pp(i,jmax-3,k)- 

     &      pp(i,jmax-5,k)  

          End Do 

        End Do 

 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            pstar(i,j,2)=2.0*pstar(i,j,4)-pstar(i,j,6)  

            pstar(i,j,kmax-1)=2.0*pstar(i,j,kmax-3)- 

     &      pstar(i,j,kmax-5)  

            pp(i,j,2)=2.0*pp(i,j,4)-pp(i,j,6)  

            pp(i,j,kmax-1)=2.0*pp(i,j,kmax-3)- 

     &      pp(i,j,kmax-5)  

          End Do 

        End Do 

 

 

!calculate new values for u and v from corrected pressure 

        Do i=4,imax-3,2 

          Do j=4,jmax-3,2 

            Do k=5,kmax-4,2 

              u(i,j,k)=(rhoustar(i,j,k)-delt/delx*(pp(i+1,j,k) 

     &        -pp(i-1,j,k)))/rho 

            End Do 

          End Do 

        End Do 

        Do i=3,imax-2,2 
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          Do j=3,jmax-2,2 

            Do k=3,kmax-2,2 

              v(i,j,k)=(rhovstar(i,j,k)-delt/dely*(pp(i,j+1,k+1) 

     &        -pp(i,j-1,k-1)))/rho 

           End Do 

          End Do 

        End Do 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            Do k=4,kmax-3,2 

              w(i,j,k)=(rhowstar(i,j,k)-delt/delz*(pp(i,j,k+1) 

     &        -pp(i,j,k-1)))/rho 

            End Do 

          End Do 

        End Do 

 

!update boundaries 

        Do j=4,jmax-3,2 

          Do k=5,kmax-4,2 

           u(imax-1,j,k)=u(imax-3,j,k) 

          End Do 

        End Do 

        Do j=3,jmax-2,2 

          Do k=3,kmax-2,2 

            v(imax,j,k)=v(imax-2,j,k) 

          End Do 

        End Do 

        Do j=4,jmax-3,2 

          Do k=4,kmax-3,2 

            w(imax-2,j,k)=w(imax-4,j,k) 

          End Do 

        End Do 

 

!Export data to .csv file evey 500 iterations, overwriting the 

previous 

!file 

      If (mod(count,500).eq.0) Then 

!        Call logdata(imax,jmax,kmax,u,v,w,count) 

      End If 

 

 

!repeat calculation of p until solution converges 

        If (count.gt.50) Then 

          If (.not. tolex) Then 

            status=solved 

            go to 21 

          End If 

        End If 

      End Do 

      status=limit 

 

21    If (status.eq.solved) noofit=count 

!      Call logdata(imax,jmax,kmax,u,v,w,count) 

 



166  

 

      End 

 

!Data output subroutine 

 

      Subroutine logdata(imax,jmax,kmax,u,v,w,count) 

 

      Real*8 u(imax,jmax,kmax),v(imax,jmax,kmax),w(imax,jmax,kmax) 

      Integer imax,jmax,kmax,count 

 

        Open (1,File='2D_ufieldxy.csv') 

        Open (2,File='2D_ufieldxz.csv') 

   10   Format(57(E12.4,',')) 

   20   Format(58(E12.4,',')) 

      write(1,*)count 

      Do i=2,imax-1,2 

      write(1,10)u(i,2,29),u(i,4,29),u(i,6,29), 

     &           u(i,8,29),u(i,10,29),u(i,12,29),u(i,14,29), 

     &           u(i,16,29),u(i,18,29),u(i,20,29), 

     &          u(i,22,29),u(i,24,29),u(i,26,29), 

     &          u(i,28,29),u(i,30,29),u(i,32,29), 

     &          u(i,34,29),u(i,36,29),u(i,38,29),u(i,40,29), 

     &          u(i,42,29),u(i,44,29),u(i,46,29),u(i,48,29), 

     &          u(i,50,29),u(i,52,29),u(i,54,29) 

     &          ,u(i,56,29),u(i,58,29)!,u(i,60,29), 

!     &          u(i,62,29),u(i,64,29),u(i,66,29) 

!     &          ,u(i,68,29),u(i,70,29),u(i,72,29), 

!     &          u(i,74,29),u(i,76,29),u(i,78,29) 

!     &          ,u(i,80,29),u(i,82,29),u(i,84,29), 

!     &          u(i,86,29),u(i,88,29),u(i,90,29) 

!     &          ,u(i,92,29),u(i,94,29),u(i,96,29), 

!     &          u(i,98,29),u(i,100,29),u(i,102,29) 

!     &          ,u(i,104,29),u(i,106,29),u(i,108,29), 

!     &          u(i,110,29),u(i,112,29),u(i,114,29) 

      End Do 

 

      write(2,*)count 

      Do i=2,imax-1,2 

      write(2,10)u(i,30,1+2),u(i,30,1+4),u(i,30,1+6), 

     &           u(i,30,1+8),u(i,30,1+10),u(i,30,1+12),u(i,30,1+14), 

     &           u(i,30,1+16),u(i,30,1+18),u(i,30,1+20), 

     &          u(i,30,1+22),u(i,30,1+24),u(i,30,1+26), 

     &          u(i,30,1+28),u(i,30,1+30),u(i,30,1+32), 

     &          u(i,30,1+34),u(i,30,1+36),u(i,30,1+38),u(i,30,1+40), 

     &          u(i,30,1+42),u(i,30,1+44),u(i,30,1+46),u(i,30,1+48), 

     &          u(i,30,1+50),u(i,30,1+52),u(i,30,1+54) 

     &          ,u(i,30,1+56)!,u(i,30,1+58),u(i,30,1+60), 

!     &          u(i,30,1+62),u(i,30,1+64),u(i,30,1+66) 

!     &          ,u(i,30,1+68),u(i,30,1+70),u(i,30,1+72), 

!     &          u(i,30,1+74),u(i,30,1+76),u(i,30,1+78) 

!     &          ,u(i,30,1+80),u(i,30,1+82),u(i,30,1+84), 

!     &          u(i,30,1+86),u(i,30,1+88),u(i,30,1+90) 

!     &          ,u(i,30,1+92),u(i,30,1+94),u(i,30,1+96), 

!     &          u(i,30,1+98),u(i,30,1+100),u(i,30,1+102) 

!     &          ,u(i,30,1+104),u(i,30,1+106),u(i,30,1+108), 
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!     &          u(i,30,1+110),u(i,30,1+112),u(i,30,1+114) 

      End Do 

 

!      write(2,*)count 

!      Do i=1,imax,2 

!      write(2,20)v(i,1,29),v(i,3,29),v(i,5,29), 

!     &           v(i,7,29),v(i,9,29),v(i,11,29),v(i,13,29), 

!     &           v(i,15,29),v(i,17,29),v(i,19,29), 

!     &           v(i,21,29),v(i,23,29),v(i,25,29), 

!     &          v(i,27,29),v(i,29,29),v(i,31,29), 

!     &          v(i,33,29),v(i,35,29),v(i,37,29),v(i,39,29) 

!     &          ,v(i,41,29),v(i,43,29),v(i,45,29), 

!     &          v(i,47,29),v(i,49,29),v(i,51,29) 

!     &          ,v(i,53,29),v(i,55,29),v(i,57,29), 

!     &          v(i,59,29)!,v(i,61,29),v(i,63,29) 

!     &          ,v(i,65,29),v(i,67,29),v(i,69,29), 

!     &          v(i,71,29),v(i,73,29),v(i,75,29) 

!     &          ,v(i,77,29),v(i,79,29),v(i,81,29), 

!     &          v(i,83,29),v(i,85,29),v(i,87,29) 

!     &          ,v(i,89,29),v(i,91,29),v(i,93,29), 

!     &          v(i,95,29),v(i,97,29),v(i,99,29) 

!     &          ,v(i,101,29),v(i,103,29),v(i,105,29), 

!     &          v(i,107,29),v(i,109,29),v(i,111,29) 

!     &          ,v(i,113,29),v(i,115,29) 

!      End Do 

        Close(1) 

        Close(2) 

      End 

 

 

!Successive over relaxation method 

!This is an iterative technique that solves the pressure correction 

!formula. Copied from Figure 5.25 p 177, “Numerical Methods 

!with FORTRAN 77” by L.V. Atkinson et al. 

!Modified by J. Coffel on 05.12.2016 

 

      Subroutine sor (imax,jmax,kmax,e,delx,dely,delz,delt, 

     &                tol,maxits, 

     &                status,pp,noofit) 

 

      Integer imax,jmax,kmax,count,i,j,k,limit,maxits,noofit,solved 

      Integer status 

      Real*8 tol,omega,sum,a,b,c,d,delx,dely,delz,delt 

      Logical   tolex 

      Parameter (solved=0,limit=1) 

      Real*8      pp(imax,jmax,kmax),e(imax,jmax,kmax)  

 

!Define parameters 

      a=2.0*(delt/delx**2.0+delt/dely**2.0+delt/delz**2.0) 

      b=-delt/delx**2.0 

      c=-delt/dely**2.0 

      d=-delt/delz**2.0 

      omega=1.2566 

! omega is the relaxation factor which is the amount the previous 
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!and current iterations are weighted to produce an average that is  

!closer to the exact solution than the current iteration value 

!alone. Omega is chosen arbitrarily as: 1.0< omega < 2.0 

 

!initial starting values 

      Do i=5,imax-4,2 

        Do j=4,jmax-3,2 

          Do k=5,kmax-4,2 

            pp(i,j,k)=e(i,j,k)/a 

          End Do 

        End Do 

      End Do 

 

!start iteration 

      Do count=1,maxits 

        tolex=.false. 

        Do i=5,imax-4,2 

          Do j=4,jmax-3,2 

            Do k=5,kmax-4,2 

              sum=(-1.0/a)*(e(i,j,k)+b*(pp(i+2,j,k)+pp(i-2,j,k)) 

     &                              +c*(pp(i,j+2,k)+pp(i,j-2,k)) 

     &                              +d*(pp(i,j,k+2)+pp(i,j,k-2))) 

              If (.not. tolex) then 

                If (abs(sum-pp(i,j,k)).gt.abs(pp(i,j,k)*tol)) 

     &              tolex=.true. 

              End If 

              pp(i,j,k)= omega*sum+(1.0-omega)*pp(i,j,k) 

            End Do 

          End Do 

        End Do 

        If (.not. tolex) then 

          status=solved 

          go to 21 

        End If 

      End Do 

      status=limit 

      noofit=count 

21    If (status.eq.solved) noofit=count 

 

      End 

 

 


