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Figure 6.6: The Flp protein binds to the FRT site and creates a zero-tangle. Ini-

tial FRT: Image of the initial tangle conformation created in KnotPlot for the 48

base pair sequence of FRT. Minimized FRT: The Flp minimized tangle viewed

in KnotPlot with the FRT sequence. Initial mFRT: Image of the initial tangle

conformation created in KnotPlot for the (minimal) 34 base pair sequence of FRT.

Minimized mFRT: The Flp minimized tangle viewed in KnotPlot with the minimal

FRT sequence. The nodes represent the origin of each base pair of DNA while the

smooth curve represents the helical axis.
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Figure 6.7: The 121 base pair res binding sequence for Tn3 resolvase. This binding

sequence involves three subsites. Subsite 1 is highlighted in yellow. Subsite 2 is

highlighted in green. Subsite 3 is highlighted in blue.

Figure 6.8: The Tn3 protein binds to the res site and creates a three-crossing tangle.

Initial: Image of the initial tangle conformation created in KnotPlot showing subsite

1 (red), subsite 2 (green) and subsite 3 (blue) [8]. Minimized: The Tn3 minimized

tangle viewed in KnotPlot. The nodes represent the origin of each base pair of DNA

while the smooth curve represents the helical axis.
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Figure 6.9: The 240 base pair cer binding sequence for Xer resolvase. The ARG box

sequence is highlighted in yellow. The XerC sequence is highlighted in green. The

XerD sequence is highlighted in blue.

Figure 6.10: The Xer protein binds to the cer site and creates a three-crossing tangle.

Initial: Image of the initial tangle conformation created in KnotPlot showing the

ARG (yellow), XerC (green) and XerD (blue) sites. Minimized: The Xer minimized

tangle viewed in KnotPlot. The nodes represent the origin of each base pair of DNA

while the smooth curve represents the helical axis.
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CHAPTER 7
FUTURE WORK

DNAT2G is exciting new software that will give scientists a better understand-

ing of the interactions between proteins and DNA by allowing them to create three-

dimensional visualizations of likely geometric structures of DNA for protein-bound

complexes whose topology is known. As we use the software on more complicated

protein-bound DNA tangles, we become aware of modifications that we can add to

the software to increase accuracy and improve usability. There are also several user

options we can add to allow scientists greater flexibility when defining constraints and

objective functions that better suit the needs of a particular protein-bound DNA com-

plex. Currently, one drawback of the software is its implementation using MATLAB.

Many laboratories do not have MATLAB software available, so we would like to con-

sider different freeware options for ease of availability and distribution of DNAT2G.

Finally, there are many factors involved when understanding how proteins bind and

act on DNA segments. We wish to understand how the protein-bound DNA segments

affect the unbound DNA segments and vice versa. Our collaborators at the University

of Texas at Dallas are working on a model for the unbound DNA segments. In the

near future we will combine our models to create a complete model for circular DNA

bound by protein. In the following subsections we described each of these ideas in

detail.
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7.1 Modifications

Now that the initial modeling package is completed, there are many modifica-

tions and improvements we will make in future versions for public distribution. As

new experimental data becomes available from the laboratory results, more and more

complexes will become available to analyze. Here is a list of some of the modifications

we wish to make in the future, each followed by a short description.

1. Make compatible for protein-bound DNA tangles with nicks. A nick

is a section of the DNA where a base on one strand is missing its pair on the

other strand. Often a protein-bound DNA segment may have a nick of one

to a few base pairs. This will change the energy for the dimers involved in

the nick. Since many enzymes, such as recombinases, resolvases and type I

topoisomerases, nick the DNA backbone, it will be beneficial to have software

that can model the nicked intermediate steps of these enzyme actions.

2. Make compatible with single stranded sections of DNA. Similar with

nicks, segments of single stranded DNA can change the energetics of the dimers.

Single stranded DNA can also be involved in intermediate steps of enzyme

action, such as the Holliday junction, so we wish to have software that considers

this situation.

3. Add a (protein) boundary that can vary in shape given knowledge

about the protein motif. Currently, DNAT2G does not create a boundary

representative of the protein closely binding the DNA. For small complexes, the
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probability that the protein-bound DNA segments are flexible enough to move

outside the imaginary boundary and thus potentially change the topology of

the DNA tangle is minimal. However, for larger complexes the movement of

the DNA segments should be monitored and potentially restricted. Currently,

DNAT2G does not include a protein boundary because it is too computationally

expensive. In future versions we will want to take this into consideration.

4. Add base pair geometric parameters (propeller-twist, buckle, etc.).

The Olson energy our minimization program is based on (see Chapter 3) is in

terms of the six dimer parameters (twist, tilt, roll, shift, slide, rise). Currently,

our software assumes each base pair is a rectangle, but this is often geometrically

not the case. As mentioned in Chapter 2, there is flexibility between the bases

involved in each base pair. We would like to add these additional ten base pair

parameters (buckle, propeller twist, shear, etc. See Figure 2.2) to our model to

more accurately describe the geometry of the protein-bound DNA.

5. Allow dynamical representation of the tangle instead of static rep-

resentation. Currently, our software creates a static representation of the

minimized DNA tangle. Our energy function equilibrium parameters and force

matrices are based off protein-bound DNA crystal structure data, which is also

a static representation of the complex [55]. However, these complexes are very

dynamic in solution both in vitro and in vivo. We would like our minimized

tangle to have some dynamic properties that allow us to model the fluctuations
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of the complex in solution.

7.2 More User Options

1. Allow user to specify areas of greater flexibility or rigidity. There may

be portions of the protein-bound DNA that are trapped by the protein but not

bound by the protein. If the sequence of DNA in these areas is known the user

may wish to allow for more flexibility in their associated geometric parameters.

Conversely, there may be portions of the protein-bound DNA that are rigidly

fixed in a particular conformation by the protein. If the sequence of DNA in

these rigid areas is known the user may wish to not allow as much flexibility

in the associated dimer parameters, or may wish to fix them to their initial

conformation.

2. Allow user to specify different ε ball radii for the endpoints individu-

ally. Currently, if the user defines an ε-radius, Rad, then that epsilon radius of

fluctuation for the endpoints is applied to each endpoint. However, the user may

wish to only allow some, but not all, of the endpoints to move. Similarly, the

user may wish to allow each endpoint to move, but with different radii values.

As we can see by looking at either the Tn3 or Xer initial tangles, sometimes

DNA endpoints are close and should not be allowed to move within ε balls that

intersect as this could lead to changes in the topology. But within the same

tangle, other endpoints (such as the NW, SW endpoints of Tn3 or Xer) can be

granted more room to fluctuate.
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3. Allow user to redefine desired endpoint(s) location. Currently, the end-

points are allowed to fluctuate within an ε-ball of the initial origin location from

the starting tangle configuration. The user may wish to change the desired lo-

cation of the endpoints (i.e. changing the center of the ε-ball from the fixed

initial origin location to another center point). This option may even result in

a better minimum for the tangle. Since often the starting tangle is only created

from known topological data and not geometric data, it makes sense that the

user may wish to redefine the location of the endpoints during minimization.

7.3 Freeware

In order to make this software publicly available to a wider range of scientists

who may not have access to MATLAB, we are considering other freeware options.

There is also the added benefit that converting the software to another programming

language may increase the speed and perhaps even the accuracy of the current version.

One option we are considering is R, which is an interpreted language, like MATLAB.

The benefit of R is that it is freeware and many institutions have been implementing

software written in R. In addition, R is compatible with C++ and Fortran.

We are also considering converting the DNAT2G software package to either

C++ or Fortran. Fortran has the benefit of being closest to machine language and

thus most likely is the best option in terms of speed-up run time. On the other

hand, Fortran is not as friendly of a programming language as C++. C++ is an

excellent option as there are many packages written in C++ that we could use to
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help implement our code, but is it not matrix friendly as is MATLAB.

Finally, it is important to think about the current relationship our software

has with KnotPlot, as KnotPlot is the visualization program for viewing the initial

and minimized tangles. KnotPlot has some wonderful features, discussed in Chapter

5 Section 5.2, for viewing the DNA tangles at the atomic level, rigid body base pair

level, or as the smooth helical axis curve. We may want to include the software

directly as a KnotPlot application option. However, since KnotPlot is C-based, that

would require converting our software to C language, or perhaps R.

Before we can make a final decision on the language that will be best for our

software in terms of speed, accuracy, and distribution, we need to consider joining our

software package with the software package for modeling the unbound DNA segments.

This will be discussed in the following section.

7.4 Combining Routines

Our biophysicist collaborators, Dr. Stephen Levene and Stefan Giovan, have

been working on software for modeling the unbound DNA segments. They model the

DNA as a worm-like chain defined by thermodynamic energies. Since the unbound

DNA model is not sequence specific as our model is, they use a different energy

function and minimize over the geometric properties of the unbound DNA. We are

working on ways to combine the energetics of both software packages. The key to

combining these routines is to determine the best way to geometrically describe the

endpoints of the protein-bound DNA tangle. The geometry of the endpoints will be
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affected by the energetics of both the unbound and bound DNA segments, but it is

unclear which (if any) has the greater influence.

After the software has been combined we can start analyzing entire complexes

for circular DNA, a portion of which is bound by protein. It will be interesting to

compare geometric results from the protein-bound DNA tangle with the geometric

results of the portion of circular DNA that was bound and see how closely they

relate. We look forward to combining the routines and polishing up a complete

model for public distribution and hope that scientists will find this software useful

and informative.

7.5 Conclusion

We have developed software for determining a geometric structure for protein-

bound DNA whose topology is known. The wonderful benefit our software will add to

the scientific community is the three-dimensional visualization option. Now scientists

will be able to determine potential geometric structures for bound DNA whose struc-

ture was previously unknown. Furthermore, they will be able to view these structures

from any angle via the manipulation capabilities of KnotPlot. We will address some

of the limitations and improvements mentioned in Chapter 6 Section 6.8 and above

to improve the current version of our software before public release.
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APPENDIX A
MATHEMATICAL DERIVATIONS

A.1 Roll Tilt Relation with “RollTilt”

Recall the six standard dimer parameters describing the geometry of a given

dimer are twist (Ω), tilt (τ), roll (ρ), shift (Dx), slide (Dy), and rise (Dz) [24].

Our minimization program minimizes over the energy function defined by Dr. Wilma

Olson in [55]. In order to calculate the dimer geometric parameters we follow the

mathematics as described in el Hassan and Calladine [22]. Instead of using roll and

tilt, they define two new angles that can be related to roll and tilt, but that help

simplify the mathematics [22]. These new angles are Γ and φ, where Γ is referred to

as the “roll-tilt” angle and φ is the angle to which the hinge vector is inclined toward

the y-axis of the mid-step triad (see Chapter 2 Section 2.3.1 for details).

The relationship between roll, tilt, Γ and φ given by [22] is as follows:

ρ ≈ Γ cos(φ)

τ ≈ Γ sin(φ).

We will provide a proof outline for this relationship.

To begin, we compare the standard rotations (rotating by τ about the x-axis,

then rotating by ρ about the y-axis) with the RollTilt rotations (rotation of Γ about

the hinge vector, which is inclined toward the y-axis by φ degrees), see Figure A.1

Let st represent the subscript for the standard rotations and rt represent the



101

(A) Standard Order (B) RollTilt Order

Figure A.1: Two diagrams describing different ways to apply rotations to go from

the coordinate frame of base pair i to the coordinate frame of base pair i + 1. (A)

Diagram of the standard order of rotations. First a rotation about the x-axis by an

angle of τ . Then a rotation about the new y-axis by an angle of ρ. (B) Diagram of

the rolltilt order of rotations. First, a rotation about the z-axis by −φ is performed.

Then a rotation of Γ is applied about the new y-axis. Finally, a rotation of φ is

applied about the new z-axis. It can be shown that for rotations of small magnitude,

these two sets of rotations are equivalent.

subscript for the RollTilt rotations. Recall the standard rotation matrices and their

notation, which are given in Chapter 2, Section 2.5. We wish to compare the result

of rotating the z axis of a base pair through the standard series of rotations and the

new RollTilt series of rotations. Without loss of generality, we compare the effects of

each set of rotations on the z-axis. If these two sets of rotations are equivalent, the

resulting z-axis locations should be equivalent. Consider the following:
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~zst = [R ~y2(ρ)] [R ~x1(τ)] ~z1

=
[
R ~x1(τ)R ~y1(ρ)R ~x1(τ)T

]
[R ~x1(τ)] ~z1

= [R ~x1(τ)] [R ~y1(ρ)] ~z1, by a change of basis.

=


1 0 0

0 cos(τ) − sin(τ)

0 sin(τ) cos(τ)




cos(ρ) 0 sin(ρ)

0 1 0

− sin(ρ) 0 cos(ρ)




0

0

1



=


sin(ρ)

− cos(ρ) sin(τ)

cos(ρ) cos(τ)



= sin(ρ) ~x1 − cos(ρ) sin(τ)~y1 + cos(ρ) cos(τ)~z1.

Through a similar derivation we find:

~zrt = [R ~z3(φ)] [R ~y2(Γ)] [R ~z1(−φ)] ~z1

= [R ~z1(−φ)] [R ~y1(Γ)] [R ~z1(φ)] ~z1, by a change of basis.

= [R ~z1(−φ)] [R ~y1(Γ)]


cos(φ) − sin(φ) 0

sin(φ) cos(φ) 0

0 0 1




0

0

1





103

=


cos(−φ) − sin(−φ) 0

sin(−φ) cos(φ) 0

0 0 1




cos(Γ) 0 sin(Γ)

0 1 0

− sin(Γ) 0 cos(Γ)




0

0

1



=


cos(−φ) − sin(−φ) 0

sin(−φ) cos(φ) 0

0 0 1




sin(Γ)

0

cos(Γ)



=


cos(φ) sin(Γ)

− sin(φ) sin(Γ)

cos(Γ)



~zrt = sin(Γ) cos(φ) ~x1 − sin(Γ) sin(φ)~y1 + cos(Γ)~z1.

We claim that for appropriate choices of ρ, τ, Γ, and φ, these individual sets

of rotations yield the same final result. So, in order to find a relation between the

different sets of rotation angles we set ~zst = ~zrt. Comparing like terms we get the

following system of equations:

~x1 : sin(ρ) = sin(Γ) cos(φ)

~y1 : − cos(ρ) sin(τ) = − sin(Γ) sin(φ)

~z1 : cos(ρ) cos(τ) = cos(Γ)

From ~z1, we get cos(ρ) =
cos(Γ)

cos(τ)
, for τ 6= ±π/2. Substituting this into the ~y1

relation we find tan(τ) = tan(Γ) sin(φ).This yields the relations:

sin(ρ) = sin(Γ) cos(φ)
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tan(τ) = tan(Γ) sin(φ).

Proposition A.1. For the relations

ρ ≈ Γ cos(φ)

τ ≈ Γ sin(φ)

to hold, we claim the following:

(1) sin−1 [sin(Γ) cos(φ)] ≈ Γ cos(φ)

(2) tan−1 [tan(Γ) sin(φ)] ≈ Γ sin(φ)

Proof. Recall the Taylor Series approximation for two variables:

f(x, y) = f(a, b) + (x− a)fx(a, b) + (y − b)fy(a, b) +O(c1x
2 + c2xy + c3y

2)

Consider (1). Using the Taylor Series approximation we get:

sin(Γ) cos(φ) = sin(a) cos(b) + (Γ− a) cos(a) cos(b)

+ (φ− b) sin(a)[− sin(b)]

+ O(c1Γ
2 + c2Γφ+ c3φ

2)

sin (Γ cos(φ)) = sin (a cos(b)) + (Γ− a) cos (a cos(b)) cos(b)

+ (φ− b) cos (a cos(b)) [−a sin(b)]

+ O(c̃1Γ
2 + c̃2Γφ+ c̃3φ

2)

Subtracting, we get the following:

sin(Γ) cos(φ)− sin (Γ cos(φ)) = sin(a) cos(b)− sin (a cos(b))
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+ (Γ− a) cos(b) [cos(a)− cos (a cos(b))]

− (φ− b) sin(b) [sin(a) + a cos (a cos(b))]

+ O((c1 − c̃1)Γ2 + (c2 − c̃2)Γφ+ (c3 − c̃3)φ2).

Expanding about the point (a, b) = (0, 0), we get the following:

sin(Γ) cos(φ)− sin (Γ cos(φ)) = 0 +O((c1 − c̃1)Γ2 + (c2 − c̃2)Γφ+ (c3 − c̃3)φ2).

We can then show numerically that our error term is on the order of 1.2×10−5

and that ρ ≈ Γ cos(φ) is a good approximation for the following range of values:

−11.25◦ < Γ < 11.25◦

5.625◦ < φ < 5.625◦.

A similar argument yields τ ≈ Γ sin(φ). Using the same range of values for Γ

and φ, our error term is on the order of 2.48× 10−4.

A.2 Intrinsic and Extrinsic Euler Angles

Euler angles are a set of three angles that can be used to describe the spatial

orientation of a rigid body. There are two types of Euler angles once can consider:

intrinsic and extrinsic. In the mathematics of our software (see Chapter 5) we use

extrinsic Euler angles. The relationship between intrinsic and extrinsic Euler Angles

is described below.
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A.2.1 Intrinsic Euler Angles

Given ZYZ Euler angles (a, b, c), we can intrinsically apply the rotations to a

matrix, or coordinate frame, as follows:

1. Rotate about the z-axis by a, yielding the frame x′y′z′ (where z′ = z).

2. Rotate about the new y′-axis by b, yielding the frame x′′y′′z′′ (where y′′ = y′).

3. Rotate about the new z′′-axis by c, yielding the final rotated frame x′′′y′′′z′′′

(where z′′′ = z′′).

A.2.2 Extrinsic Euler Angles

Given ZYZ Euler angles of (a, b, c), we can extrinsically apply the rotations

to a matrix, or coordinate frame, as follows:

1. Rotate about the z-axis by c, yielding the frame x′y′z′ (where z′ = z).

2. Rotate about the original y-axis by b, yielding the frame x′′y′′z′′.

3. Rotate again about the original z-axis by a, yielding the final rotated frame

x′′′y′′′z′′′.

A.2.3 Relating Euler Angles

Usually, the intrinsic Euler angles are written as Z”Y’Z, to specify that each

rotation is with respect to the new axes, and extrinsic Euler angles are written as

ZYZ, to specify that each rotation is with respect to the original axes. Intrinsic and

extrinsic rotations are related by the following relationship (calculated by using the
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change of basis technique):

Let v be a vector which we will rotate through the intrinsic rotations. Then

we perform the following rotations:

v1 = [Rz(a)] v

v2 = [Ry′(b)] v1

v3 = [Rz′′(c)] v2

=⇒ v3 = Rz′′(c)Ry′(b)Rz(a)v

In order to write the rotation in terms of the original reference frame, we can

use the change-of-basis formula for matrices to get: Ry′(b) = Rz(a)Ry(b)Rz(a)T by

change-of-basis. Similarly, we can write Rz′′(c) = [Rz(a)Ry(b)]Rz(c) [Rz(a)Ry(b)]
T .

Using these change-of-basis relations we find:

v3 = [Rz′′(c)]v2

= [Rz(a)Ry(b)]Rz(c) [Rz(a)Ry(b)]
T v2

= [Rz(a)Ry(b)]Rz(c)
[
Ry(b)

TRz(a)T
]

[Ry′(b)]v1

= [Rz(a)Ry(b)]Rz(c)
[
Ry(b)

TRz(a)T
]
Rz(a)Ry(b)Rz(a)Tv1

= [Rz(a)Ry(b)]Rz(c)Rz(a)T [Rz(a)] v

= Rz(a)Ry(b)Rz(c)v,
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where we use the fact that since rotation matrices are orthonormal, Rα(β)T =

Rα(β)−1. Therefore, we find that intrinsic and extrinsic rotations are related as

follows:

Rz′′(c)Ry′(b)Rz(a) = Rz(a)Ry(b)Rz(c)
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APPENDIX B
DNAT2G SOFTWARE PACKAGE MANUAL

B.1 Introduction to DNAT2G

This manual explains the minimization code for protein-bound DNA tangles.

The software is explained subroutine by subroutine. For each subroutine, its general

description is followed by the list of parameters, variables and structures used in the

subroutine and their descriptions. Then each subroutine may be described through

flowcharts, equations, lines of code or any such combination. The names for each

subroutine are written as they are in the code, including proper (upper / lower)

casing. Names of all routines, parameters, variables and arrays in the text are written

in italics for ease of identification.

B.2 Definitions of all Variables

In this section, all input arguments as well as variables and internally calcu-

lated parameters are described. Each one will be given with a detailed definition,

variable type (global versus passed through), and structure. The parameters are

given in alphabetical order, rather than order of appearance in the code, for ease of

reference.

• ABCxyz: This is the name for the variable representing the global parameters.

It is a 6×(# of base pairs) matrix, where the columns represent the Euler angles

for each base pair reference frame and their origin location with respect to the

lab-fixed-frame (which is centered at (0,0,0)). ABCxyz is first determined from
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the tangle structure imported from the KnotPlot file.

• Bound: This is the name for the variable representing the bounds on searchable

theta values. It is only an option if the user is running a minimization routine

over the theta parameters (twist, tilt, roll, shift, slide, rise). It is a built in

bound by DNAT2G and applies for all dimers regardless of sequencing. It can

be changed manually by the user in the minimize theta m-file. The default

values are as follows:

Twist Tilt Roll Shift Slide Rise

upper bound 50 30 30 5 5 5

lower bound 20 -25 -25 -5 -5 -5

• ConHandle: This is the name for the function handle that calls the appropriate

constraint function. A handle is used in MATLAB to indirectly call a function,

and thus it can be passed as an argument through other functions. In order to

recognize the ConHandle function handle, the name of the constraint function

is given preceded by the ‘@’ symbol. A function handle should not be confused

with a string and does not need to be wrapped in quotes. The constraint

functions available in DNAT2G can be found in the function section.
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• D: This is the name for the variable representing the distance matrix entries

where the logic matrix (L) is true. D is a sparse, upper-right diagonal (# of

base pairs)×(# of base pairs) matrix. The distance from each origin to every

other origin is calculated and recorded in a matrix. Then, only those distances

that are relevant for the excluded volume property (determined by the logic

matrix, L) are considered.

• DeltaTheta: This is the name for the variable representing the difference

between the current theta values for each dimer and the equilibrium theta values

for each dimer. DeltaTheta is a long, 1× 6∗(# of base pairs) column vector. It

is internally calculated for each iteration of the chosen minimization algorithm.

• Dist: This is the name for the variable that defines the desired end-to-end

distance for the endpoints along a string of DNA. It is only an option if the

user is running a constraint for the end-to-end distance. It is recommended

that the user use a different constraint unless they know a preferred end-to-end

distance for the strings of a given protein-bound DNA tangle. The user should

also be cautioned that using an end-to-end distance that is very far away from

the end-to-end distance of the initial endpoint locations could result in a change

of topology.

• Endpts: This is the name for the variable that defines the indexing number for

the endpoints of the DNA tangle strings. The tangle information from Knot-

Plot exacts information individually for each string of the tangle. However, we
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concatenate this information into one matrix (ABCxyz). As such, the columns

of this matrix index the base pairs from each string consecutively. DNAT2G

needs a way to determine if a base pair is an endpoint and this is done refer-

encing the index value. Endpts is a 2∗(# of strings)×1 column matrix. For

example, if our DNA tangle consists of two strings, the first being 40 base pairs

long and the second being 50 base pairs long, then Endpts = [1 40 41 90]T .

• fixedEndptVal: This is the name of the variable that defines the desired fixed

location for the endpoints of each string. DNAT2G sets the initial location of

the endpoints as the desired location. The location of the endpoints is allowed

to fluctuate in an epsilon-ball of a defined radius (see Rad) centered at the

desired location.

• Fmat: This is the name of the variable that defines the block matrix of

force constraints for each dimer parameter. It is a large, sparse, 6*(# of base

pairs)×6*(# of base pairs) matrix. This matrix is sequence dependent and is

determined by the equilvals m-file.

• funcName: This is the name of the variable that defines the string associated

with the MinHandle. It is used to save data under the appropriate file name

so the user known which minimization function was used for a given tangle

minimization routine. If MinHandle = @objectiveFunc, then funcName is the

string ‘objectiveFunc.’
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• kpfile: This is the name for the variable that defines the .k tangle file created

in KnotPlot. It is given as a user input in the prompt box section “Enter the

tangle file (with extension) to be minimized” and is already declared to be a

string, so single quotes are not needed. The .k file is written in ASCII and

converted to binary via the load kp m-file. Later, the name of this tangle file,

excluding the extension, will be used to identify the data folder where the results

are saved. Thus, it is recommended that the user choose a clearly descriptive

filename for the KnotPlot file. For example, if the user is analyzing the DNA

tangle bound by Cre recombinases, as good filename would be ‘Cre.k,’ and thus

all data run from this starting tangle would be stored under the Cre folder in

the Data directory.

• L: This is the name of the variable that defines a logical matrix for the DNA

tangle. This logical matrix is used to identify base pair origins that may be

within an unsafe distance given the excluded volume property. We consider

every base pair on different strings to have the potential to come in too close

of contact with one another. Furthermore, two base pairs on the same string

greater than ten base pairs apart in distance have the potential to come in too

close of contact with one another (perhaps by the string curving onto itself).

The logical matrix is a (# of base pairs)×(# of base pairs) matrix whose entries

are either 0 or 1. The Lij entry is 0 is the ith and jth base pairs do not have the

potential to come in too close of contact with one another, and 1 otherwise. The

purpose of L is to reduce the number of significant entries in the distance matrix,
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D, which is used to calculate an energy for the excluded volume property.

• MinHandle: This is the name for the function handle that calls the appropriate

objective function (or function to be minimized). A handle is used in MATLAB

to indirectly call a function, and thus it can be passed as an argument through

other functions. In order to recognize the MinHandle function handle, the

name of the objective function is given preceded by the ‘@’ symbol. A function

handle should not be confused with a string and does not need to be wrapped

in quotes. The objective functions available in DNAT2G can be found in the

function section.

• minparam: This is the name for the variable that defined whether the user will

be minimizing over the global parameters or the theta parameters. It is given as

a user input in the prompt box section “Enter parameter type to minimize over

(Theta or Global)” and is already declared to be a string, so single quotes are not

needed. If minparam = ‘Theta,’ then the minimize theta m-file is called for the

minimization routine. If minparam = ‘Global,’ then the minimize ABCxyz m-

file is called for the minimization routine. The user should note that minparam

is case sensitive and if lower-case is used an error will print.

• conName: This is the name of the variable that defines the string associated

with the ConHandle. It is used to save data under the appropriate file name

so the user known which minimization function was used for a given tangle

minimization routine. If ConHandle = @constraintFunc, then conName is the
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string ‘constraintFunc.’ If the user has chosen to identify all constraints as

penalty constraints (and hence minimize using MATLAB’s built-in fminunc

for unconstrained functions) then conName is programmed to be the string

‘PenaltyCon.’

• Niter: This is the name of the variable that defines the maximum number of

iterations for the minimization algorithm. It is given as a user input in the

prompt box section “Enter the maximum number of iterations” and is given as

a positive integer.

• ParamMin: This is the name of the variable that defines the minimum so-

lution determined for the objective function. It is given as the first output to

DNAT2G. It is a 6×(# of base pairs) matrix containing either the minimized

global parameters (if minparam was set to Global) or the theta parameters (if

minparam was set to Theta). Notice that this is the internal variable name for

the program, but the user can specify any name they would like by defining the

output appropriately. For example, if the user ran the following:

[minV arSolution,minTangSolution] = DNAT2G

Then minVarSolution is the output variable name for the internal variable

ParamMin.

• Rad: This is the name of the variable that defines the epsilon-radius for the

ball centered at fixedEndptVal in which the location of the endpoints during

minimization is allowed to fluctuate. It is given as a user input in the prompt
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box section “Enter the ε-radius value or end-to-end distance value” and is given

as a double. The user note that the epsilon balls around the fixedEndptVal

should not be so large that their intersection is nonempty, as this could lead to

changes in the topology.

• Nstring: This is the name of the variable that defines the number of strings the

of which the DNA tangle consists. This value is internally determined from the

tangle structure after the KnotPlot file has been input into the load kp m-file.

This value is an integer.

• Seq: This is the name of the variable that defines the sequence of bases (A,

T, C, G) along each string of the DNA tangle. Seq is internally determined

from the tangle structure after the KnotPlot file has been input into the load kp

m-file. Seq is a 1 × (# of strings) cell where each cell entry is the sequence

along the respective string. For example, if our tangle consists of two strings,

where the sequence of string one begins ATCG· · · and the sequence of string

two begins TTCA· · · , then we have:

Seq{1} = ‘ATCG · · · ’, Seq{2} = ‘TTCA · · · ’.

• TangleMin: This is the name of the variable that defines the tangle structure

associated with the minimum solution determined for the objective function. It

is given as the second output to DNAT2G. It is a structure array that contains

the information for the tangle including how many strings it consists on, the

sequence of DNA bases along each string, the global origin location with respect



117

to the lab-fixed-frame for each base pair, and the reference frame triads for each

base pair. This variable can be used as the input for save kp in order to create

a .k file to view the DNA tangle’s minimized configuration in KnotPlot. Notice

that this is the internal variable name for the program, but the user can specify

any name they would like by defining the output appropriately. For example,

if the user ran the following:

[minV arSolution,minTangSolution] = DNAT2G

Then minTangSolution is the output variable name for the internal variable

TangleMin.

• Theta: This is the name for the variable representing the theta parameters. It is

a 6×(# of base pairs) matrix, where the columns represent the dimer parameters

twist, tilt, roll, shift, slide, rise. It should be noted by the user that there are

“bogus” theta values added since if there are n base pairs in a string there are

only n − 1 dimers. Thus, the first theta column is a bogus value created from

an imaginary base pair with origin at the lab-fixed-frame. Similarly, there are

bogus values created for the “endpoint dimers” (we calculate the six geometric

parameters for the dimer that could be created from two consecutively indexed

endpoints). Theta is first determined from the global variables extracted from

the tangle structure using the x2theta function. Suppose our tangle consists of

two strings, the first is 40 base pairs long and the second is 50 base pairs long.

Then Theta would be a 6× 90 matrix with the following bogus column values
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(denoted b∗):(b∗)T · · · · · · · · · · · · · · · · · · · · · · · · · · ·︸ ︷︷ ︸
39 columns of dimer parameters

(b∗)T · · · · · · · · · · · · · · · · · · · · · · · · · · ·︸ ︷︷ ︸
49 columns of dimer parameters

 .
• ThetaEq: This is the name for the variable representing the equilibrium theta

parameters for each dimer along each string. ThetaEq is a long, 1 × 6∗(# of

base pairs) column vector. It is internally calculated from Seq, the sequence

extracted from the initial tangle structure.

• Uendpt: This is the name of the variable representing the energy contribution

from the penalty endpoint constraint. Uendpt is only calculated if the user

has chosen to minimize using only penalty constraints (thereby leaving the

ConHandle input blank). Uendpt is a double, whose value is calculated at each

iteration of the minimization algorithm.

• Uexvol: This is the name of the variable representing the energy contribution

from the excluded volume property. Typically, is it calculated using the exvol

function, but it can also be calculated as a penalty constraint. Uexvol is a

double, whose value is calculated at each iteration of the minimization algo-

rithm. The user should note that this value should be zero at each iteration or

the tangle configuration is undesirable as the excluded volume property is thus

violated.

• Uolson: This is the name of the variable representing the energy contribution

from the energy function defined by Dr. Wilma Olson et al.. Uolson is a dou-

ble, whose value is calculated at each iteration of the minimization algorithm.
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Although the objective functions minimize over a total energy (either Uolson

+ Uexvol or Uolson + Uexvol + Uendpt), Uolson is the energy measure for a

given configuration that allows us to determine a geometric solution. Uolson is

calculated as follows:

Uolson =
1

2
∗DeltaThetaT ∗ Fmat ∗DeltaTheta.

B.3 Main Routine

The main routine is the routine called by the user to run a minimization for

a given protein-bound DNA tangle. It is called by running DNAT2G. This routine has

been built to accept specific user input or error messages will print out altering the

user. The prompt box along with input descriptions follow below:

1. Adding a Path: If the user wants to analyze a tangle that is not in the current

directory then the user must add this path so that MATLAB can search for the

desired tangle. The default assumes the tangle is in the current directory and

thus this category is blank for default.

2. Entering a Tangle: Currently, the filename given must be a .k file created in

KnotPlot so that the appropriate tangle structure can be read into MATLAB.

There is no default set for this input command since each file is named by the

user. If no tangle file is given an error will print to the screen.

3. Parameter type to Minimize Over: The user can choose to minimize over

the theta parameters (tilt, roll, twist, shift, slide, rise) or the global parameters
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(base pair origins and Euler angles describing each base pair triad). The default

is set to minimize over global parameters as we have seen an increase in speed

using these parameters.

4. Minimizing Function Handle: The user can choose the objective function

over which the parameters will be minimized. This input must be written as a

function handle (@functionName). The default value is @penaltyEnergyFunc,

which uses the fminunc minimization routine and adds our endpoint location

and excluded volume constraints as penalty constraints.

5. ConHandle: The user can choose the constraint function over which the energy

is constrained. This input must also be written as a function handle. If the
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user chooses to use a function handle that calls fminunc, they must leave this

option empty. Since our default minimizing function uses fminunc the default

value for the constraint handle is empty.

6. Number of Iterations: The user can choose the maximum number of iter-

ations the minimization algorithm will perform. If the maximum number of

iterations is reached before a minimum has been found, the algorithm will stop

running and will state ‘‘solver stopped prematurely.’’ The default value

is set to 500.

7. ε-Radius Value or End-to-end Distance: The user can choose the size of

the ε-ball size within which the endpoints are allowed to move, where the dis-

tance is measured in Å. The user must be careful to consider the initial location

of the endpoints when determining an appropriate ε. A larger ε ball allows the

minimization to put more weight on the geometric parameter values instead of

focusing on fixing the endpoints. However, if the ε ball is too large it could allow

the DNA to change topology, as we discussed in Chapter 4. An ε-ball is centered

at each end point location (where the end point location has been fixed to the

initial location given in the tangle file). The default assumes an ε-radius value

is desired and sets it to 5Å. If the user chooses to use a constraint of end-to-end

distance for each DNA strand then this parameter defines this distance instead

of an ε-radius. If using an end-to-end distance constraint, it is important the

user remembers to change this value so the distance isn’t set to 5Å by default.
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8. Applying Bounds: The user can choose to set biologically relevant bounds for

the space of searchable theta values. This option does not apply if the user is

minimizing over the global parameters. The user is asked if they would like to

apply bounds and the default is set to ‘No.’

The main routine calls the main solver which is chosen based upon the user

inputs for the minimization function handle and the constraint function handle. Af-

ter the minimization routine has finished running, all data is saved. The flowchart

describing the pathway for the main solver can be found in Figure B.1.

Figure B.1: The flowchart for the main routine, DNAT2G.
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Along with saving the appropriate data (see the save data section), DNAT2G

returns the minimized parameter values (either global or theta) and the minimized

tangle. The minimized parameter values are returned as a 6× (number of base pairs)

matrix. The minimized tangle is returned as a structure array containing the number

of strings of the tangle, the base pair sequence for each string of the DNA tangle,

the global origins for each base pair, and the reference triads for each base pair with

respect to the lab-fixed-frame (which is centered at (0,0,0)).

B.4 Main Solvers

There are two main solvers, one that minimizes over global variables and one

that minimizes directly over theta parameters. The choice of which solver will be used

for minimization is determined by the user via the third prompt box entry (“parameter

type to minimize over”). It is recommended that the user minimize over global

variables as that solver tends to reach a minimum quicker than minimizing over theta

parameters. This is due largely to the computing-time expensive conversion from

theta parameters to global variables necessary if minimizing over theta parameters,

since the global parameters are needed to calculate the excluded volume energy. The

two main solvers are called minimize ABCxyz and minimize theta. The flowchart

for the main solvers can be seen in Figure B.2.

B.4.1 minimize ABCxyz

The minimize ABCxyz main routine takes as input the following parameters,

which have either been defined by the user or calculated in the main routine. These
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Figure B.2: The flowchart for the main solvers.

inputs are summarized below:

Minimize ABCxyz sets all options for the minimization and then calls one of

two MATLAB built-in minimization solvers: fminunc, for unconstrained minimiza-

tion problems, or fmincon, for constrained minimization problems. The presence of a

ConHandle input variable results in a constraint function being applied by the user,

and thus fmincon is called. In the absence of a ConHandle input variable, the fmin-

unc solver is called. The minimization algorithm is set to “interior-point” by default,

which is a minimization algorithm that works for both constrained and unconstrained

problems. The interior point method is a technique for minimization using a barrier

function and is based on Newton’s method. It is a built-in constraint algorithm, and

information can be found in MATLAB documentation.
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Name Definition Structure

MinHandle solver for minimization handle (@solverName)

ConHandle constraint function handle (@constraintFunc)

ABCxyz global variables 6×(# bps) matrix

Seq sequence of bases 1×(# strings) cell

newfile filename for the tangle string

Niter max number of iterations integer

If desired, the user can manually change the minimization algorithm. If using

a constrained problem, the other three built-in minimization algorithms are “sqp,”

“active-set,” or “trust-region.” It is recommended that the user try sqp, a built-

in sequential quadratic programming algorithm, first, as it has been found to yield

comparable results to the interior-point algorithm. Active-set is not recommended, as

it has not been found to improve upon a minimization done with either interior-point

or sqp. Trust-region should not be used since it requires a gradient function input;

the algorithm was included for completeness. If using an unconstrained problem the

user may manually change the minimization algorithm to a BFGS method, which is

a gradient-descent method.



126

B.4.2 minimize theta

The minimize theta main routine takes as input the following parameters,

which have either been defined by the user or calculated in the main routine. These

inputs are summarized below:

Name Definition Structure

MinHandle solver for minimization handle (@solverName)

ConHandle constraint function handle (@constraintFunc)

Theta dimer geometric parameters 6×(# bps) matrix

Seq sequence of bases 1×(# strings) cell

newfile filename for the tangle string

Niter max number of iterations integer

Bound states whether to include

bounds

logical

First, minimize theta determines whether to include bounds on the possible

theta parameters or not. If Bound is set to zero then no bounds are applied. If

Bound is set to one then the following bounds are applied to the six theta geometric

parameters, regardless of dimer type (sequence):

Then emphminimize theta sets all other options for the minimization and then
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Twist Tilt Roll Shift Slide Rise

upper bound 50 30 30 5 5 5

lower bound 20 -25 -25 -5 -5 -5

calls one of two MATLAB built-in minimization solvers: fminunc, for unconstrained

minimization problems, or fmincon, for constrained minimization problems. The

presence of a ConHandle input variable results in a constraint function being applied

by the user, and thus fmincon is called. In the absence of a ConHandle input variable,

the fminunc solver is called. The minimization algorithm is set to “interior-point”

by default, which is a minimization algorithm that works for both constrained and

unconstrained problems. The interior point method is a technique for minimization

using a barrier function and is based on Newton’s method. It is a built-in constraint

algorithm, and information can be found in MATLAB documentation.

If desired, the user can manually change the minimization algorithm. If using

a constrained problem, the other three built-in minimization algorithms are “sqp,”

“active-set,” or “trust-region.” It is recommended that the user try sqp, a built-

in sequential quadratic programming algorithm, first, as it has been found to yield

comparable results to the interior-point algorithm. Active-set is not recommended, as

it has not been found to improve upon a minimization done with either interior-point

or sqp. Trust-region should not be used since it requires a gradient function input;

the algorithm was included for completeness. If using an unconstrained problem the
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user may manually change the minimization algorithm to a BFGS method, which is

a gradient-descent method.

B.5 Objective and Constraint Functions

The objective function is the function over which the main solver minimizes.

The constraint function gives the constraint or list of constraints that the objective

function is subject to. Recall that the objective function is given as an input by the

user to the prompt “enter the minimizing function handle,” and its internal variable

name is MinHandle. The constraint function is given as an input by the user to the

prompt “enter the constraint function handle, if necessary,” and its internal variable

name is ConHandle. If the user chooses not to add a constraint function, then the

constraints are added as penalty functions to the objective function. This situation

is also described in this section.

B.5.1 Objective Functions

There are three major objective functions. They are listed below including

their the parameter over which they minimize (either ABCxyz or theta) and whether

they require a constraint function or a penalty function in order to help keep the

topology consistent during minimization.

Each objective function returns the sum of given energies. It is this total

energy over which the main solver minimizes. For both energyfunc and gParamFunc

the total energy is given by U = Uolson+ Uexvol. For penaltyEnergyFunc the total

energy is given by U = Uolson + Uexvol + Uendpt. Pseudo code for each objective
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Objective Function Input Variable Type How Constraint Included

energyfunc Theta ConHandle

gParamFunc ABCxyz ConHandle

penaltyEnergyFunc ABCxyz Penalty function

function is included in the pseudo code section.

B.5.2 Constraint Functions

There are two major types of constraint functions for each parameter type.

They are listed below including the parameter over which they minimize (either

ABCxyz or theta) along with the objective function to which they may be applied.

Constraint Function Input Variable Type Objective Functions Used With

pinCon Theta energyfunc

end2endCon Theta energyfunc

gPinCon ABCxyz gEnergyFunc

gEnd2endCon ABCxyz gEnergyFunc

Since these constraint functions are simple in construction, no pseudo code is

included. Instead, we will briefly discuss their construction here. Recall that is the
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user leaves the ConHandle input blank then the penaltyEnergyFunc must be used. If

this is not the case an error will print to suggest the user check their input arguments.

B.5.3 pinCon or gPinCon

This constraint is used if the end points are being fixed. The endpoints are

fixed to their initial location, but recall that some flexibility in this desired location can

be added by using a positive value for the Rad variable. The format for writing this

constraint is given in MATLAB document center under fmincon properties. Following

this documentation, we use the inequality constraint formation. Let xki , y
k
i , z

k
i be the

location of the kth endpoint at the ith iterative minimization step, and let xk0, y
k
0 , z

k
0

be the initial location for the kth endpoint. Then for each endpoint, the constraint

is set to:

(xki − xk0)2 + (yki − yk0)2 + (zki − zk0 )2 ≤ Rad2.

The minimization algorithm ensures that this constraint is satisfied at each

iteration of the minimization process.

B.5.4 end2endCon or gEnd2endCon

This constraint is used if the end-to-end distance between the endpoint base

pairs along each DNA string, respectively, is desired to be fixed. The desired distance

at which the endpoints of DNA string lie apart is defined by the user input Dist

variable. The format for writing this constraint is given in MATLAB document

center under fmincon properties. Following this documentation, we use the equality
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constraint formation. Let xki , y
k
i , z

k
i be the location of the kth endpoint at the ith

iterative minimization step. Then for each pair of endpoints belonging to the same

DNA string (or segment), the constraint is set to:

(xki − x1i )2 + (yki − y1i )2 + (zki − z1i )2 = Dist2.

The minimization algorithm ensures that this constraint is satisfied at each

iteration of the minimization process.

B.6 Finding a Minimum Solution

After the minimization algorithm has finished running, one of three results

will print to the screen: no feasible solution, local minimum possible, local

minimum found. If the algorithm yields no feasible solution the user can try changing

the input variables such as the MinHandle, ConHandle, Rad or Dist; the user can also

use a different starting tangle configuration. If the algorithm yields local minimum

possible the user should consult the display to identify the stopping criteria (which

should be directly under the local minimum possible result). If the algorithm stopped

due to reaching a maximum number of iterations the user should rerun DNAT2G

with a higher Niter input variable. If the algorithm stopped due to too small of a

step size or direction, the user should rerun DNAT2G with the TangleMin output

variable as its new tangle input. In order to do this the user can simply apply the

save kp function to create a .k input file for the tangle or the user can go into the folder

created for the minimization and use the .k file created by from the saveData function
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called by DNAT2G after minimization. If the algorithm yields local minimum found

then the minimization routine succeeding in finding a minimum and the associated

parameters and tangle are given as the outputs: ParamMin and TangleMin.

It should be noted that sometimes a solver never reaches the local minimum

found criteria. Local minimum found is based on the size of the “first-order optimal-

ity” term, which is a measure of the gradient. Gradient-descent methods find mini-

mums by using the negative gradient as the search direction and iteratively following

in that direction (newly calculated after each iteration) for a calculated step-size. For

a given function, a minimum has been found when the magnitude of the gradient

is zero. Given the complexity of a particular problem, the algorithm may be very

close (or even at a minimum) but not have a first-order optimality term within the

tolerance for the local minimum found criteria.

B.7 Subroutines

In this section, all subroutines that are used by either the main routine, ob-

jective functions or constraint functions are described. Each one will be given with

a detailed description and a list of input and output variables. The subroutines are

given in alphabetical order, rather than order of appearance in the code, for ease of

reference.

• angleVal: This subroutine is called from the x2theta subroutine. It takes as

input two vectors and the normal to those vectors and it returns the angle

(direction and magnitude) between the two vectors.
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• ang2triads: This subroutine is used in the main routine to convert the Euler

angles of each base pair’s reference frame into their triad representation. It

takes as input the Euler of each base pair and returns the triads. This is used

in the creation of the minimized KnotPlot tangle file after the minimization

routine has finished.

• DistPt2Pt: This subroutine is used in the main routine and in the exvol routine

to determine the distance matrix. It takes as input the global location of all

base pair origins and returns a matrix of distance values, where the distance

has been calculated from each base pair to every other base pair (including

itself). Notice that the diagonal is zeros since the distance between an origin

and itself is zero. This distance matrix is later reduced in size by the logic

matrix subroutine (logicMat) described below.

• equilvals: This subroutine is called independently in the main routine to de-

termine the values for Fmat and ThetaEq. It takes as input the sequence of

each DNA string. It returns a large block matrix, Fmat, of force constant values

for each dimer (as described in the variable section above) and a large column

vector, ThetaEq, of equilibrium values for each dimer’s six geometric parame-

ters. The returned values of Fmat and ThetaEq are later used by the objective

functions to determine the Olson energy, Uolson, for the current tangle step.

• exVol or exVolG: This subroutine is used during the minimization routine,

called by the specified objective function, to calculate the energy contributed
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by the excluded volume property at each iterative step. The only difference

between exVol and exVolG is that the former takes in the Theta parameters

while the later takes in the ABCxyz parameters as input. Each subroutine

then calculates the excluded volume energy contribution and returns that value.

Additionally, it calls the makeFrames subroutine that creates a tangle image.

• logicMat: This subroutine is used independently in the main routine to deter-

mine a logical matrix that will be applied to the distance matrix (determined

by DistPt2Pt) in order to recognized the endpoints that are in potential danger

of violating the excluded volume constraint. Endpoints along difference DNA

strings have the potential to become physically too close to each other dur-

ing minimization. Additionally, endpoints along the same DNA string that are

separated by at least 10 base pairs along the string have the potential become

physically too close to each other during minimization if the string were to curve

toward itself. So, the logicMat routine creates a logical matrix that calculates

whether any two given endpoints should be measured during minimization to

ensure they remain at least 20Å apart. The matrix is made up of zeros and

ones, and is created to be an upper-diagonal matrix (since if base pair i is too

close to base pair j it is understood that base pair j is too close to base pair

i and thus this distance violation does not need to be considered twice). If

the distance between two base pairs, i and j, needs to be considered the logic

matrix, call it L, will have a 1 for it’s ijth entry. Else there will be a 0.
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• makeFrames: This subroutine is used in the exVol or exVolG subroutines to

create and save image files of the current DNA tangle during minimization. It

takes as input the ABCxyz parameters. The files are both visually presented in

a figure window to the user when created, but also saved as frames for a movie

that is saved at the end of minimization. Later the user can view the movie in

MATLAB, showing the minimization process of the tangle.

• plottangle: This subroutine is used to create the tangle images before, during

and after minimization. It takes as input the ABCxyz parameter and returns

the tangle image in a figure window. It creates the helical axis by connecting

the base pair origins for each DNA string. Then it adds the helical backbone

twists using the reference frames of each base pair.

• theta2x: This subroutine is used to convert Theta parameters to global, ABCxyz,

parameters. This is one of the most important routines in the program. It fol-

lows the mathematics given in El Hassan and Calladine [22] by the recursive

relation of the triads and origins. It takes as input the Theta parameters and

returns the associated ABCxyz parameters.

• triads2ang: This subroutine is used in the main routine to convert the refer-

ence triads of each base pair into their Euler angle representation. It takes as

input the triads of each base pair and returns the Euler angles. This is used in

the creation of the ABCxyz parameter from the KnotPlot tangle input.
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• x2theta: This subroutine is used to convert global, ABCxyz, parameters to

Theta parameters. This is one of the most important routines in the program.

It follows the mathematics given in El Hassan and Calladine [22] by the analysis

problem of finding the mid-step triad for each dimer from their respective base

pair triads. In doing so, the Theta values of twist, tilt, roll, shift, slide and rise,

are determined for each dimer. The subroutine follows a recursive construction

and takes as input the ABCxyz parameters and returns the associated Theta

parameters.

For more details on any of the subroutines, type the subroutine name into the

MATLAB command window preceded by the word help.

B.8 Saving the Data

After the objection function has been successfully minimized, or minimization

has ended due to another stopping criteria, the data is saved. There are multiple

ways the data is saved for the convenience of the user and also to help in the analysis

of results. First, it should be noted that all commands and displays from the mini-

mization routine that were printed to the MATLAB command window are saved in

a diary. Everything saved for a given protein-bound DNA tangle run is saved under

the ‘newfile’ variable named folder (see the variable section) in the ‘Data’ directory.

Along with the diary, a .fig file of the minimized tangle, a .k file of the minimized

tangle, a movie file, and .xls spreadsheets for the Theta values and the global ori-

gins are all saved. There are two versions of the save data function: saveData and
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gSaveData. Their only difference is that the former is used for routines run with the

ABCxyz parameters, and later is used for routines run with the Theta parameters.

Suppose the user is minimizing the DNA tangle trapped by the Cre recom-

binase protein and the initial tangle file was named Cre.k. Then the newfile string

would become ‘Cre.’ Then the data would all be saved under the Cre folder in the

Data directory. In order to distinguish solutions run under different initial parame-

ters, each file is saved under a long name distinguishing the tangle, objective function,

constraint function, maximum number of iterations set, and the radius set. Thus, as-

suming the Cre.k tangle was run in DNAT2G with the energyfunc objective function

and pinCon constrain function for 200 iterations with a radius of 5, then the following

data files would be saved:

1. Diary: Diary Cre energyfunc pinCon 200 5.txt

2. Minimized Tangle Figure: Figure Cre energyfunc pinCon 200 5.fig

3. Minimized KnotPlot Tangle: KP Cre energyfunc pinCon 200 5.k

4. Movie of Tangle Minimization: Movie Cre energyfunc pinCon 200 5.mat

5. Minimized Theta Values: ThetaMin Cre energyfunc pinCon 200 5.xls

6. Final Base Pair Origin Locations: Origins Cre energyfunc pinCon 200 5.xls

Finally, the workspace is also saved as a .mat file so that the user can open

the ThetaMin (or ABCxyzMin) parameters and TangleMin structure is necessary.

B.9 Some Pseudo Code Included
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energyfunc

% calculate the current olson energy value:

Uolson =
1

2
[DeltaTheta]T*Fmat*DeltaTheta;

% calculate the excluded volume energy contribution:

Uexvol = 0; % initialized

for (each combination of two base pair origins)

ratio =

(
20Å

distance between base pair origins

)12

;

if ( ratio > 1)

% bad position, add ratio to Uexvol value

Uexvol = Uexvol + ratio;

end

end

U = Uolson + Uexvol;
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gParamFunc

% convert global parameters to theta values

Theta = x2theta(ABCxyz);

% calculate the current olson energy value:

Uolson =
1

2
[DeltaTheta]T*Fmat*DeltaTheta;

% calculate the excluded volume energy contribution:

Uexvol = 0; % initialized

for (each combination of two base pair origins)

ratio =

(
20Å

distance between base pair origins

)12

;

if ( ratio > 1)

% bad position, add ratio to Uexvol value

Uexvol = Uexvol + ratio;

end

end

U = Uolson + Uexvol;
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penaltyEnergyFunc

Theta = x2theta(ABCxyz); % convert global parameters to theta

Uolson =
1

2
[DeltaTheta]T*Fmat*DeltaTheta;

Uexvol = 0; % initialized

for (each combination of two base pair origins)

ratio =

(
20Å

distance between base pair origins

)12

;

if ( ratio > 1)

% bad position, add ratio to Uexvol value

Uexvol = Uexvol + ratio;

end

end

Uendpt= 0; % initialized

for (each endpoint)

Distance = distance between current and desired endpoint locations;

Uendpt = Uendpt + Distance;

end

% If Uexvol > 0, Uendpt > 0 apply a weighted penalty value for each

Uexvol = penalty(weight, Uexvol);

Uendpt = penalty(weight, Uexvol);

% calculate total energy

U = Uolson + Uexvol + Uendpt;
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[29] Mitiko Gō and Noburhiro Gō. Fluctuations of an alpha-helix. Biopolymers,
15(6):1119–1127, 1976.

[30] Deshmukh N. Gopaul, Feng Guo, and Gregory D. Van Duyne. Structure of
the Holliday junction intermediate in CreloxP site-specific recombination. The
EMBO Journal, 17(14):4175–4187, July 1998.

[31] I. Grainge, D. Buck, and M. Jayaram. Geometry of site alignment during int
family recombination: antiparallel synapsis by the Flp recombinase. J Mol Biol,
298(5), 2000.

[32] Ian Grainge, Shailja Pathania, Alexander Vologodskii, Rasika M Harshey, and
Makkuni Jayaram. Symmetric DNA sites are functionally asymmetric within Flp
and Cre site-specific DNA recombination synapses. J Mol Biol, 320(3):515–27,
2002.

[33] N D Grindley, M R Lauth, R G Wells, R J Wityk, J J Salvo, and R R Reed.
Transposon-mediated site-specific recombination: identification of three binding
sites for resolvase at the res sites of gamma delta and Tn3. Cell, 30(1):19–27,
1982.

[34] Feng Guo, Deshmukh N. Gopaul, and Gregory D. Van Duyne. Structure of
Cre recombinase complexed with DNA in a site-specific recombination synapse.
Nature, 389(6646):40–46, 1997.

[35] Feng Guo, Deshmukh N. Gopaul, and Gregory D. Van Duyne. Asymmetric DNA
bending in the Cre-loxP site-specific recombination synapse. Proceedings of the
National Academy of Sciences, 96(13):7143–7148, 1999.



144

[36] R.M. Harshey and M. Jayaram. The Mu transpososome through a topological
lens. Critical Reviews in Biochemistry and Molecular Biology, 41(6):387–405,
2006.

[37] T. C. Hodgman, H. Griffiths, and D. K. Summers. Nucleoprotein architecture
and ColE1 dimer resolution: a hypothesis. Molecular Microbiology, 29(2):545–
558, 1998.

[38] T C Hodgman, H Griffiths, and D K Summers. Nucleoprotein architecture and
ColE1 dimer resolution: a hypothesis. Mol Microbiol, 29(2):545–58, 1998.

[39] Berthold K. P. Horn. Closed-form solution of absolute orientation using unit
quaternions. Journal of the Optical Society of America A, 4(4):629–642, 1987.

[40] Susan Jones, Paul van Heyningen, Helen M. Berman, and Janet M. Thornton.
Protein-DNA interactions: a structural analysis. Journal of Molecular Biology,
287(5):877 – 896, 1999.

[41] P A Kitts, L S Symington, P Dyson, and D J Sherratt. Transposon-encoded
site-specific recombination: nature of the Tn3 DNA sequences which constitute
the recombination site res. EMBO J, 2(7):1055–60, 1983.

[42] J Lee, Y Voziyanov, S Pathania, and M Jayaram. Structural alterations and
conformational dynamics in Holliday junctions induced by binding of a site-
specific recombinase. Mol Cell, 1(4):483–93, 1998.

[43] L.F. Liu, R.E. Depew, and J.C Wang. Knotted single-stranded DNA rings: a
novel topological isomer of circular single-stranded DNA formed by treatment
with Escherichia coli ω protein. Journal of Molecular Biology, 106:439–452, 1976.

[44] L.F. Liu, L. Perkocha, R. Calendar, and J.C. Wang. Knotted DNA from bacterio-
phage capsids. Proceedings of the National Academy of Sciences, 78:5498–5502,
1981.

[45] Xiang-Jun Lu. 3DNA (v1.5) A Software Package for the Analysis, Rebuilding
and Visualization of 3-Dimensional Nucleic Acid Structures.

[46] Xiang-Jun Lu, M.A. el Hassan, and C.A. Hunter. Structure and conformation
of helical nucleic acids: analysis program (SCHNAaP). Journal of Molecular
Biology, 273(3):668–680, 1997.

[47] Xiang Jun Lu and Wilma K. Olson. 3DNA: a software package for the analysis,
rebuilding and visualization of three dimensional nucleic acid structures. Nucleic
Acids Research, 31(17):5108–5121, 2003.



145

[48] Xiang Jun Lu and Wilma K. Olson. 3DNA: a versatile, integrated software
system for the analysis, rebuilding and visualization of three-dimensional nucleic-
acid structures. Nature Protocols, 3(7):1213–1227, 2008.

[49] Yael Mandel-Gutfreund, Hanah Margalit, Robert L Jernigan, and Victor B
Zhurkin. A role for CHO interactions in protein-DNA recognition. Journal
of Molecular Biology, 277(5):1129 – 1140, 1998.

[50] MATLAB. version 7.12.0 (R2011a). The MathWorks Inc., Natick, Mas-
sachusetts, 2011.

[51] Peter J. T. Morris. Polymer Pioneers: A Popular History of the Science and
Technology of Large Molecules. Center for History of Chemistry, Philadelphia,
PA, 1986.

[52] Katalin Nadassy, Shoshana J. Wodak, and Jol Janin. Structural Features of
ProteinNucleic Acid Recognition Sites. Biochemistry, 38(7):1999–2017, 1999.

[53] National Institutes of Health. The Structures of Life. http://publications.nigms.
nih.gov/structlife/chapter2.html, 2007. [Online; accessed 23-July-2010].

[54] J. Nocedal and S.J. Wright. Numerical Optimization, Second Edition. 2006.

[55] Wilma K. Olson, Andrey A. Gorin, Xiang-Jun Lu, Lynette M. Hock, and Vic-
tor B. Zhurkin. DNA sequence-dependent deformability deduced from pro-
teinDNA crystal complexes. Proceedings of the National Academy of Sciences,
95(19):11163–11168, 1998.

[56] W.K. Olson, M. Bansal, S.K. Burley, R.E. Dickerson, M. Gerstein, S.C. Harvey,
U. Heinemann, X.J. Lu, S. Neidle, Z. Shakked, H. Sklenar, M. Suzuki, C.S. Tung,
E. Westhof, C. Wolberger, and H.M. Berman. A standard reference frame for
the description of nucleic acid base-pair geometry. Journal of Molecular Biology,
313(1):229–237, 2001.

[57] Hysonsbisons on Wikispaces. Molecular structure of DNA. http://hysonsbisons.
wikispaces.com/Proteins, 2013. [Online; accessed 23-July-2010].

[58] Shailja Pathania, Makkuni Jayaram, and Rasika M Harshey. Path of DNA within
the Mu Transpososome: Transposase Interactions Bridging Two Mu Ends and
the Enhancer Trap Five DNA Supercoils. Cell, 109(4):425 – 436, 2002.

[59] Shailja Pathania, Makkuni Jayaram, and Rasika M. Harshey. A unique right
endenhancer complex precedes synapsis of Mu ends: the enhancer is sequestered

http://publications.nigms.nih.gov/structlife/chapter2.html
http://publications.nigms.nih.gov/structlife/chapter2.html
http://hysonsbisons.wikispaces.com/Proteins
http://hysonsbisons.wikispaces.com/Proteins


146

within the transpososome throughout transposition. The EMBO Journal,
22(14):3725–3736, 2003.

[60] R. Reed. Transposon-mediated site-specific recombination: A defined in vitro
system. Cell, 25(3):713–719, 1981.

[61] Kurt Reidemeister. Knotentheorie. Springer-Verlag, Berlin, 1974. reprint.

[62] Dale Rolfsen. Knots and Links. Berkeley, California, 1976.

[63] Robert G. Scharein. Interactive Topological Drawing. PhD thesis, Department
of Computer Science, The University of British Columbia, 1998.

[64] D. J. Sherratt. Tn3 and related transposable elements: site-specific recombina-
tion and transposition. Mobile DNA, pages 163–184, 1989.

[65] Massa J. Shoura, Alexandre A. Vetcher, Stefan M. Giovan, Farah Bardai, Anusha
Bharadwaj, Matthew R. Kesinger, and Stephen D. Levene. Measurements of
DNA-loop formation via Cre-mediated recombination. Nucleic Acids Research,
40(15):7452–7464, 2012.

[66] M Suzuki and N Yagi. DNA recognition code of transcription factors in the helix-
turn-helix, probe helix, hormone receptor, and zinc finger families. Proceedings
of the National Academy of Sciences, 91(26):12357–12361, 1994.

[67] M. Treger and E. Westhof. Statistical analysis of atomic contacts at RNA-protein
interfaces. Journal of Molecular Recognition, 14(4):199–214, 2001.

[68] J. D. van der Waals. Nobel Lecture: The Equation of State for Gases and Liquids,
2013.

[69] Mariel Vazquez, Sean D. Colloms, and De Witt Sumners. Tangle Analysis of Xer
Recombination Reveals only Three Solutions, all Consistent with a Single Three-
dimensional Topological Pathway. Journal of Molecular Biology, 346(2):493 –
504, 2005.

[70] Alexandre A. Vetcher, Alexander Y. Lushnikov, Junalyn Navarra-Madsen,
Robert G. Scharein, Yuri L. Lyubchenko, Isabel K. Darcy, and Stephen D. Lev-
ene. DNA Topology and Geometry in Flp and Cre Recombination. Journal of
Molecular Biology, 357(4):1089 – 1104, 2006.

[71] F C Volkert and J R Broach. Site-specific recombination promotes plasmid
amplification in yeast. Cell, 46(4):541–50, 1986.



147

[72] R. A. Waltz, J. L. Morales, J. Nocedal, and D. Orban. An interior algorithm for
nonlinear optimization that combines line search and trust region steps. Mathe-
matical Programming, 107(3):391–408, 2006.

[73] S.A. Wasserman and N. R. Cozzarelli. Determination of the stereostructure of the
product of Tn3 resolvase by a general method. Proc Natl Acad Sci, 82(4):1079–
1083, 1985.

[74] S.A. Wasserman, J. M. Dungan, and N. R. Cozzarelli. Discovery of a pre-
dicted DNA knot substantiates a model for site-specific recombination. Science,
229(4709):171–174, 1985.

[75] James D. Watson and Francis H. Crick. Molecular structure of nucleic acids: A
structure for deoxyribose nucleic acid. Nature, 171:737–738, 1953.

[76] R G Wells and N D Grindley. Analysis of the gamma delta res site. sites required
for site-specific recombination and gene expression. J Mol Biol, 179(4):667–87,
1984.

[77] Wikispaces. Homemade Gel Box Image. http://xsci.wikispaces.com/
Homemade+Gel+Box+image+1, 2013. [Online; accessed 23-July-2010].

[78] Zhiqi Yin, Makkuni Jayaram, Shailja Pathania, and Rasika M. Harshey. The
Mu Transposase Interwraps Distant DNA Sites within a Functional Transposo-
some in the Absence of DNA Supercoiling. Journal of Biological Chemistry,
280(7):6149–6156, 2005.

[79] G. Zheng, Xiang Jun Lu, and Wilma K. Olson. Web 3DNA – a web server for
the analysis, reconstruction, and visualization of three-dimensional nucleic-acid
structures. Nucleic Acids Research, 37(Web Server issue):W240–W246, 2009.

http://xsci.wikispaces.com/Homemade+Gel+Box+image+1
http://xsci.wikispaces.com/Homemade+Gel+Box+image+1

