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ABSTRACT

A method for automated analysis of textural differences present on an image volume. The image volume includes a plurality of volume elements, and each volume element has a gray level. The method includes defining a volume of interest (VOI); performing texture measures within the VOI; and classifying the VOI as belonging to a tissue pathology class based upon the texture measures. Computer readable media encoded with computer readable instructions for carrying out these functions. An apparatus that includes an image input adapted to receive a diagnostic medical image. The image includes a plurality of pixels, and each pixel has a particular gray level. The apparatus also includes a display for displaying a graphical user interface and the received image; and a processor adapted to perform texture measures on one or more groups of pixels within the image and classify each group of pixels to a tissue pathology class based upon the textures measures. The processor is further adapted to (1) associate a color to each group of pixels indicative of the group’s tissue pathology class, (2) cause the display to display one or more of the colors on the image at the location of the associated group or groups of pixels, (3) permit a user to manually associate a tissue pathology class to a group of pixels, and (4) cause the display to display the manually-associated tissue pathology class.
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FIG. 1
FLOWCHART

1. Determine gray level of pixel "X" within image slice
2. Determine gray levels of all pixels adjacent to pixel "X"
3. Does at least one adjacent pixel have a gray level which differs by 20 or less than gray level of pixel "X"?
   - Yes: Combine those adjacent pixels that differ by 20 or less with pixel "X" by assigning the average gray level of the combined pixels
   - No: Re-define each adjacent pixel as pixel "X"
4. Re-define the combined pixels as pixel "X"
5. Has each pixel been evaluated as pixel "X" at least once?

END
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FIG. 5A

1 --a₁--a₂--a₃--a₄--a₅--
2 --b₁--b₂--b₃--b₄--b₅--
3 --c₁--c₂--c₃--c₄--c₅--
4 --d₁--d₂--d₃--d₄--d₅--
5 --e₁--e₂--e₃--e₄--e₅--

FIG. 5B

<table>
<thead>
<tr>
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FIG. 5D
FIG. 6
SELECT A PIXEL WITHIN ROI AND DEFINE AS PIXEL "X"

DETERMINE GRAY LEVEL i OF PIXEL "X"

DETERMINE GRAY LEVEL j OF A PIXEL LOCATED A DISTANCE "d" IN A DIRECTION "ϕ" RELATIVE TO PIXEL "X"

MAKE AN ENTRY IN CO-OCCURRENCE MATRIX AT LOCATION (i,j)

HAS EVERY PIXEL WITHIN THE ROI BEEN DEFINED AS PIXEL X?

YES
DIVIDE EACH (i,j) ENTRY OF MATRIX BY THE SUM OF THE TOTAL NUMBER OF ENTRIES IN MATRIX
CALCULATE THE CO-OCCURRENCE MATRIX MEASURES

NO

FIG. 7
SELECT A PIXEL WITHIN ROI AND DEFINE AS PIXEL “X”

CENTER A 5 X 5 PIXEL BLOCK AT PIXEL X

DETERMINE ABSOLUTE AVERAGE GRAY LEVEL INTENSITY DIFFERENCES BETWEEN EACH POSSIBLE PIXEL PAIR AT A DISTANCE “d”

PLOT AVERAGE ABSOLUTE GRAY LEVEL INTENSITY DIFFERENCES AGAINST THEIR CORRESPONDING DISTANCE “d”

DETERMINE SLOPE OF BEST-FIT LINE

CALCULATE STOCHASTIC FRACTAL DIMENSION (SFD) FOR PIXEL X

HAS EVERY PIXEL WITHIN THE ROI BEEN DEFINED AS PIXEL “X”?

SCALE SFDs FOR EACH PIXEL OF ROI TO CORRESPONDING GRAY LEVELS

CREATE STOCHASTIC FRACTAL IMAGE WITH NEWLY ASSIGNED GRAY LEVELS

CALCULATE STOCHASTIC DISTRIBUTION MEASURES BASED UPON THE SF IMAGE
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**FIG. 9A**
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**FIG. 9B**
DETERMINE EACH POSSIBLE PIXEL-PAIR OF 5X5 BLOCK THAT IS SEPARATED BY A DISTANCE "d"

SUBTRACT GRAY LEVELS ASSIGNED TO EACH PIXEL OF A CORRESPONDING PIXEL-PAIR

TAKE ABSOLUTE VALUE OF EACH GRAY LEVEL DIFFERENCE OBTAINED

DETERMINE AVERAGE OF EACH ABSOLUTE GRAY LEVEL DIFFERENCE OBTAINED FOR ALL PIXEL-PAIRS SEPARATED BY "d"

FIG. 10
CREATE BINARY IMAGE BY "GRAY LEVEL THRESHOLDING" OF SF IMAGE

SUPER-IMPOSE BINARY IMAGE WITH SUPERPIXELS OF INCREASING SIZE "e"

COUNT NUMBER OF SUPERPIXELS N(e) WHICH ARE "BLACK"

PLOT NUMBER OF SUPERPIXELS N(e) OBTAINED AGAINST ITS CORRESPONDING SUPERPIXEL SIZE "e"

ESTIMATE GEOMETRIC FRACTAL DIMENSION (GFD) FROM THE SLOPE ACCORDING TO N(e) = K(1/e)^GFD

FIG. 11
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<tr>
<th></th>
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<th>a_2</th>
<th>a_3</th>
<th>a_4</th>
<th>a_5</th>
<th>a_6</th>
</tr>
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<td></td>
</tr>
</tbody>
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FIG. 12A
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FIG. 16
FIG. 17
FIG. 18
MULTIPLE FEATURE PULMONARY DISEASE ID TOOL

- Emphysema
- Honey Comb
- Ground Glass
- Broncho Vascular
- Nodular

Click here to close

Contrast

FIG. 20
FIG. 21
DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

FIG. 23
PERFORMING AT LEAST ONE FIRST ORDER TEXTURE MEASURE WITHIN THE VOI

PERFORMING AT LEAST ONE SECOND ORDER TEXTURE MEASURE WITHIN THE VOI

ELIMINATING THE FIRST AND SECOND ORDER TEXTURE MEASURES THAT ARE REDUNDANT OR FAIL TO PROPERLY DISTINGUISH

FIG. 24
FORMING VOLUME ELEMENT REGIONS WITHIN THE IMAGE VOLUME BY ASSIGNING ADJACENT VOLUME ELEMENTS A COMMON GRAY LEVEL PROVIDED THE GRAY LEVELS OF THE ADJACENT VOLUMES DIFFER BY AN INSIGNIFICANT AMOUNT

DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

FIG. 25
Fig. 26

Removing structures within the image volume by assigning a particular gray level to the volume elements that form the structures

Defining a VOI

Performing texture measures within the VOI

Classifying the VOI based upon the texture measures
DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

DETERMINING THE NUMBER OF TIMES A PARTICULAR GRAY LEVEL \( \text{"i"} \) OF A VOLUME ELEMENT \( \text{"x"} \) WITHIN THE VOI AND A PARTICULAR GRAY LEVEL \( \text{"j"} \) OF ANOTHER VOLUME ELEMENT WITHIN THE VOI ARE SEPARATED BY A DISTANCE OF APPROXIMATELY TWO PIXELS IN A DIRECTION \( \text{"N"} \) RELATIVE TO VOLUME ELEMENT \( \text{"x"} \)

FIG. 27
DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

CENTERING A VOLUME ELEMENT BLOCK ABOUT EACH VOLUME ELEMENT OF THE VOI

DETERMINING THE AVERAGE OF ABSOLUTE GRAY LEVEL INTENSITY DIFFERENCES OF EACH POSSIBLE VOLUME ELEMENT-PAIR SEPARATED BY A DISTANCE “d” WITHIN EACH VOLUME ELEMENT BLOCK

ASSIGNING THE VOLUME ELEMENT, ABOUT WHICH EACH VOLUME ELEMENT BLOCK IS CENTERED, A STOCHASTIC FRACTAL VALUE BASED UPON THE AVERAGE ABSOLUTE GRAY LEVEL INTENSITY DIFFERENCES OBTAINED

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

FIG. 28
DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

CENTERING A VOLUME ELEMENT BLOCK ABOUT EACH VOLUME ELEMENT OF THE VOI

DETERMINING THE AVERAGE OF ABSOLUTE GRAY LEVEL INTENSITY DIFFERENCES OF EACH POSSIBLE VOLUME ELEMENT-PAIR SEPARATED BY A DISTANCE “d” WITHIN EACH VOLUME ELEMENT BLOCK

ASSIGNING THE VOLUME ELEMENT, ABOUT WHICH EACH VOLUME ELEMENT BLOCK IS CENTERED, A STOCHASTIC FRACTAL VALUE BASED UPON THE AVERAGE ABSOLUTE GRAY LEVEL INTENSITY DIFFERENCES OBTAINED

ASSIGNING THE VOLUME ELEMENTS OF THE VOI ONLY ONE OF TWO BINARY VALUES DEPENDENT ON THEIR RESPECTIVE GRAY LEVELS

MAPPING EACH IMAGE ONTO A GRID OF SUPER-VOLUME ELEMENTS OF INCREASING SIZE “e”

DETERMINING THE NUMBER OF SUPER-VOLUME ELEMENTS THAT ARE ONE BINARY VALUE WITHIN THE VOI

DETERMINING A GEOMETRIC FRACTAL VALUE OF THE VOI BASED UPON THE PREDETERMINED NUMBER OF SUPER-VOLUME ELEMENTS THAT ARE THE ONE BINARY VALUE

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

FIG. 29
DEFINING A VOI

PERFORMING TEXTURE MEASURES WITHIN THE VOI

PROVIDING KNOWN SAMPLES OF PARTICULAR PATHOLOGY CLASSES

PERFORMING FIRST ORDER AND SECOND ORDER TEXTURE MEASURES FROM THE SAMPLES

STORING THE FIRST ORDER AND SECOND ORDER TEXTURE MEASURES OBTAINED FROM THE SAMPLES

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

FIG. 30
DEFINING A VOI

3010

PERFORMING TEXTURE MEASURES WITHIN THE VOI

3020

PROVIDING KNOWN SAMPLES OF PARTICULAR PATHOLOGY CLASSES

3020i

PERFORMING FIRST ORDER AND SECOND ORDER TEXTURE MEASURES FROM THE SAMPLES

3020ii

STORING THE FIRST ORDER AND SECOND ORDER TEXTURE MEASURES OBTAINED FROM THE SAMPLES

3020iii

DETERMINING THE PROBABILITY THAT THE VOI BELONGS TO A PARTICULAR TISSUE PATHOLOGY CLASS BASED UPON THE STORED TEXTURE MEASURES AND THE TEXTURE MEASURES PERFORMED ON THE VOI

3020iv

CLASSIFYING THE VOI TO THE PARTICULAR TISSUE PATHOLOGY CLASS FOR WHICH THE PROBABILITY IS THE HIGHEST

3030

FIG. 31
DEFINING A VOI

PERFORMING TEXTURE MEASURES ON ONE OR MORE GROUPS OF VOLUME ELEMENTS WITHIN THE VOI

CLASSIFYING THE VOI BASED UPON THE TEXTURE MEASURES

ASSIGNING A COLOR CODE TO THE VOI INDICATIVE OF THE TISSUE PATHOLOGY CLASS OF THE VOI

FIG. 32
METHODS AND APPARATUSES FOR ANALYZING IMAGES

PRIORITY CLAIM

This is a continuation of co-pending application Ser. No. 09/022,093, filed Feb. 11, 1998 now U.S. Pat. No. 6,466,687, which claims priority to U.S. Provisional Patent Application Ser. No. 60/037,067 filed Feb. 12, 1997. The entire text of this provisional patent application is specifically incorporated by reference without disclaimer.

BACKGROUND OF THE INVENTION

A portion of the disclosure of this patent document contains material that is subject to copyright protection. The copyright owner has no objection to the facsimile reproduction by anyone of the patent document or the patent disclosure, as it appears in the Patent and Trademark Office patent files or records, but otherwise reserves all copyright rights whatsoever.

1. FIELD OF THE INVENTION

The present invention relates generally to the detection and diagnosis of tissue pathology using an image.

2. DESCRIPTION OF THE RELATED ART

Pulmonary emphysema is a common, debilitating, and progressive disorder of the lungs that may result from smoking. The disorder is caused by destruction of the alveolar walls of the lung parenchyma (i.e., lung tissue), which results in an abnormal enlargement of air spaces distal to the terminal bronchiole. Enlargement of these air spaces in the lungs impairs the exchange of oxygen in the air for carbon dioxide in the bloodstream. As a result of this impeded process, an individual experiences breathlessness, making ordinary tasks, once thought simple, labor intensive.

While emphysema causes tissue in the lungs to atrophy, other pulmonary diseases, such as idiopathic pulmonary fibrosis (IPF) and sarcoidosis (sarcoid), cause the build-up of tissue in the lungs. All the effects of emphysema and IPF and sarcoid may seem to be directly opposite from one another, IPF and sarcoid also suffer the same negative symptoms of chronic fatigue. That is, IPF and sarcoid also impede the carriage of oxygen from the lungs to the bloodstream like emphysema.

In addition to those pulmonary parenchymal diseases discussed above, peripheral small airways diseases, such as cystic fibrosis and asthma (along with over one-hundred other pathologies) also exist, which can adversely affect the lungs of an individual as well.

The debilitating effects of these pulmonary diseases are progressive and often permanent. Therefore, accurate diagnosis of these disorders at their earliest stage is extremely critical so that measures can be taken to thwart their advancement before significant damage occurs.

Pulmonary function tests have been conventionally used to indicate the presence of pulmonary diseases. However, these tests are not always able to properly distinguish between the abnormalities of the lung that result from one particular disorder from another.

Chest radiographs (i.e., X-ray projections) have also been used for diagnosing pulmonary diseases. However, because of problems resulting from structural superposition associated with projection images and inter and intra-observer variability in analysis, visual examination of these X-ray derived images are moderately reliable when a particular disease is well developed, and are effectively unreliable for identifying mild to moderate stages of the disease. Furthermore, external factors such as film speed, X-ray beam voltage, anode heel effect, and variations in chest wall thickness—may adversely impact the radiographic density of the X-ray. Thus, the diagnosis of pulmonary disorders based upon radiographic density has proven to be unreliable as a result of these external factors.

X-ray computed tomography (CT), using X-ray energy, has proven to be more sensitive in demonstrating lung pathology, and, thus, more reliable than chest X-ray projection imaging in detecting pathological changes in lung tissue that are indicative of pulmonary diseases. CT’s greatest contribution is its ability to provide a view of the anatomy without interference from overlying and underlying structures within the body cavity. Tomographic imaging (from multiple energy sources) are proving to provide complementary information. Although X-ray CT is currently the preferred imaging method for evaluating the lung, use of high concentration oxygen and hyperpolarized gases such as helium and xenon have made it possible to begin thinking about nuclear magnetic resonance imaging for use in the assessment of lung parenchymal and peripheral pathology.

While X-ray computed tomography provides advancement over the chest radiograph in visually depicting the characteristics of pulmonary diseases, diagnosis of these diseases has remained dependent upon the subjectivity of the trained observer (e.g., radiologist) who reads the CT image. The trained observers’ visual perception of different textures present on the CT images can be highly subjective, and thus, variations in accuracy is common between the trained observers. Furthermore, visual assessments provide limited sensitivity to small textural changes on the CT image. Thus, an early case of the pulmonary disorders may go undetected due to the physical limitations of the human eye, and the capacity of the brain to interpret the data. This would pose a serious disadvantage to the welfare of the patient, especially since the debilitating effects of these pulmonary diseases are often irreversible.

The present invention is directed to overcoming, or at least reducing the effects of, one or more of the problems set forth above.

SUMMARY OF THE INVENTION

One of the present methods is a method for automated analysis of textural differences present on an image volume. The image volume includes a plurality of volume elements, and each volume element has a gray level. The method includes defining a volume of interest (VOI); performing texture measures within the VOI; and classifying the VOI as belonging to a tissue pathology class based upon the texture measures.

One of the present apparatuses is an apparatus that includes an input image adapted to receive a diagnostic medical image. The image includes a plurality of pixels, and each pixel has a particular gray level. The apparatus also includes a display for displaying a graphical user interface and the received image; and a processor adapted to perform texture measures on one or more groups of pixels within the image and classify each group of pixels to a tissue pathology class based upon the textures measures. The processor is further adapted to (1) associate a color to each group of pixels indicative of the group’s tissue pathology class, (2) cause the display to display one or more of the colors on the image at the location of
the associated group or groups of pixels, (3) permit a user to manually associate a tissue pathology class to a group of pixels, and (4) cause the display to display the manually-associated tissue pathology class.

One of the present computer readable media is a computer readable medium that includes machine readable instructions for: receiving a diagnostic medical image, the image comprising a plurality of pixels, each pixel having a particular gray level; displaying a graphical user interface and the received image; performing texture measures on one or more groups of pixels within the image, classifying each group of pixels to a tissue pathology class based upon the textures measures; associating a color to each group of pixels indicative of the group’s tissue pathology class; displaying one or more of the colors on the image at the location of the associated group or groups of pixels; permitting a user to manually associate a tissue pathology class to a group of pixels; and displaying the manually-associated tissue pathology class.

BRIEF DESCRIPTION OF THE DRAWINGS

The file of this patent contains at least one drawing executed in color. Copies of this patent with color drawing(s) will be provided by the Patent and Trademark Office upon request and payment of the necessary fee.

Other objects and advantages of the invention will become apparent upon reading the following detailed description and upon reference to the drawings in which:

FIG. 1 shows a flowchart depicting the process used to perform an objective analysis of a diagnostic medical image in accordance with one embodiment of the invention;

FIGS. 2A and 2B are scanned images showing a CT slice of left and right cross sections of the lungs before and after, respectively, a segmentation process;

FIG. 3 depicts a process used to perform edgemap creation on an 8-bit CT slice;

FIGS. 4A and 4B are scanned images depicting a segmented CT slice of a lung parenchyma before and after, respectively, edgemap creation;

FIGS. 5A-5D illustrate a sample ROI having pixels a1 through a8;

FIG. 6 depicts a process used for determining the existence of run-lengths in a particular pixel-string of FIGS. 5A-5D;

FIG. 7 depicts a process for forming a co-occurrence matrix for calculation of co-occurrence matrix measures;

FIG. 8 shows a flowchart that illustrates the process used for calculating a local stochastic fractal dimension (SFD) for each pixel of an ROI;

FIGS. 9A and 9B show a sample ROI for illustrating the calculation of the SFD of FIG. 8;

FIG. 10 shows a process for the calculation of average gray level intensity differences between pixel-pairs within the ROI of FIGS. 9A and 9B;

FIG. 11 illustrates a process utilized for calculating a geometric fractal dimension (GFD);

FIGS. 12A and 12B show a sample image slice with a plurality of pixels imposed on a grid of super-pixels;

FIG. 13 illustrates a block diagram of a system that performs the objective image analysis procedure of FIG. 11;

FIGS. 14-22 are scanned images which depict a graphical user interface (GUI) displayed on a display of FIG. 13;

FIGS. 23-32 show aspects of an analysis of a volume of interest.

While the invention is susceptible to various modifications and alternative forms, specific embodiments thereof have been shown by way of example in the drawings and are herein described in detail. It should be understood, however, that the description herein of specific embodiments is not intended to limit the invention to the particular forms disclosed, but on the contrary, the intention is to cover all modifications, equivalents, and alternatives falling within the spirit and scope of the invention as defined by the appended claims.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

Illustrative embodiments of the invention are described below. In the interest of clarity, not all features of an actual implementation are described in this specification. It will of course be appreciated that in the development of any such actual embodiment, numerous implementation-specific decisions must be made to achieve the developers’ specific goals, such as compliance with system-related and business-related constraints, which will vary from one implementation to another. Moreover, it will be appreciated that such a development effort might be complex and time-consuming, but would nonetheless be a routine undertaking for those of ordinary skill in the art having the benefit of this disclosure.

Turning now to the drawings and specifically referring to FIG. 1, a flowchart is shown illustrating the process used to perform an objective analysis of a diagnostic medical image, which in one embodiment is a computed tomography (CT) image. The process commences at step 100 where a scan is performed on a suspect diseased area of the body, such as the lung parenchyma (i.e., lung tissue) in accordance with one embodiment. This is accomplished with any CT scanner, such as the Imatron Fastrac C-150 ultrasonic scanner. The scan produces a series of two-dimensional 11-bit slices (i.e., cross-sectional images), each having 512x512 pixels with 2,048 varying gray levels. These varying gray levels represent the lung parenchyma’s texture in a particular cross-sectional layer of the lung field. When all of these slices are “stacked” upon one another, a three-dimensional image is produced describing the lung field in its entirety. At step 105, a two-dimensional slice is selected from the series of CT slices for analysis. Or, alternatively, a set of CT slices (i.e., a plurality of CT slices) could also be selected for simultaneous analysis, if so desired.

To prepare the CT slice for the objective analysis procedure, an image processing stage commences at step 110 where segmentation of the slice occurs. Referring to FIG. 2A, a slice of left and right cross-sections of the lungs, designated by 200 and 210, respectively, is shown along with other structures, such as the trachea 220 and tissue 230 surrounding the left and right cross-sections of the lung. Since only the lung parenchyma is examined in the illustrated embodiment, the trachea 220 and tissue 230 are not material (i.e., not essential) to such examination. Accordingly, the process of segmentation is used to remove all “non-essential” structures from the CT slice to alleviate its complexity, thus permitting sole evaluation of the lung parenchyma itself. As depicted in FIG. 2B, the left and right cross-sections of the lung 200 and 210, respectively, solely remain as a result of the removal of the trachea 220 and the tissue 230 subsequent to the segmentation process. Segmentation of the CT slice can be performed either manually or automatically using existing methods well known to those skilled in the art. For example, one segmentation technique permits the user to manually remove the “non-essential” structures by utilizing commercially available software and a computer mouse to “outline” the desired regions of the lung parenchyma within the image slice. The user then subsequently assigns all of the pixels within the undesired regions a gray level that is equivalent to the background gray level of the image slice, thus causing the

Subsequent to the segmentation process, it is advantageous to take some objective measures of the scanned parenchyma, such as first order texture and fractal measures (described later), utilizing the 11-bit segmented slice. Other objective measures, such as the second order texture measures (also described later), are optimally obtained after additional image processing of the segmented slice. Therefore, the segmented slice is duplicated at step 115 such that the original segmented slice is used to take the first order texture and fractal measures, while the duplicate segmented slice is processed further in preparation for taking the second order texture measures.

To enhance the results of the second order texture measures, the duplicate segmented slice is converted at step 120, from an 11-bit format containing 2,048 gray levels to an 8-bit format with 256 gray levels. Following this conversion, the process of edgengmentation occurs on the 8-bit duplicate segmented slice at step 125.

Edgengmentation is an algorithm used for defining regions within the CT slice, where the actual gray levels of the pixels within the defined regions are substantially similar. That is, the process assigns an “average” gray level to those adjacent (or neighboring) pixels of the image slice that differ in gray level by an insignificant amount. As a result, regions are defined by pixels that are assigned the same gray level.

The edgengmentation technique is employed for the purpose of defining the primitives within the image slice. Since emphysematous tissue is characteristic of large dark holes in the parenchyma, the edgengmentation technique creates large primitives with low gray levels in the emphysematous regions of the image slice, whereas normal regions give rise to smaller or larger primitives with presumably higher gray levels.

Referring to FIG. 3, the edgengmentation process commences at step 300 by determining the gray level of a particular pixel “x” within the image slice. Subsequently, at step 310, the gray levels of all pixels adjacent to (i.e., neighboring) pixel x are also determined. At step 320, it is determined if at least one adjacent pixel has a gray level that differs by a negligible amount to the gray level of pixel x, which is in the illustrative embodiment is a value of 2. If none of the adjacent pixels’ respective gray levels differ by 20 or less from the gray level of pixel x, then each of the adjacent pixels is redefined as pixel x (at step 340) and the process starts again at step 330 for each of those pixels. On the other hand, if at least one of the adjacent pixel’s gray level differs by an insignificant amount, at step 330 the adjacent pixels (which differ by 20 or less) and pixel x are “combined” by assigning a gray level that is the average of the actual gray levels of the combined pixels. The process then continues from step 330 to step 350 where the “combined” pixels as a whole are redefined as pixel x. Subsequently, at step 360, it is determined whether or not each pixel of the image slice has been evaluated as pixel x at least once. If each pixel has been evaluated as pixel x at step 360, then the process returns to step 300; otherwise, the process ends where edgengmentation of the entire CT slice is complete.

As a result of the edgengmentation technique, regions (defined by combined pixels) are created on the edgengmented slice where the gray levels of those pixels within the region differ by an insignificant amount. FIG. 4A illustrates a segmented CT slice of a lung parenchyma before edgengmentation and FIG. 4B shows the same segmented CT slice with the newly created regions subsequent to the edgengmentation technique described above.

It should be noted that the “combining” of pixels is done in a visual sense by assigning the same gray level to the adjacent pixels (provided that these adjacent pixels differ in actual gray level by a negligible amount to that of pixel x). Thus, the adjacent pixels that are assigned the same gray level will appear to have been combined visually with pixel x, and hence, a small region on the image is formed.

A further description of the edgengmentation process can be found in “Computer Analysis of Cardiac MR Images”, by M. Blister, ETRO/IRISVUB, Vrije Universiteit Brussels, Brussels, Belgium, 1990, the entire contents of which is incorporated herein by reference.

Returning to FIG. 1, after image processing is complete with the original 11-bit segmented slice and the 8-bit edgengmented duplicate slice, a region of interest (ROI) is defined at step 130. The ROI is defined on both the original 11-bit segmented slice and the 8-bit edgengmented duplicate slice for the calculation of the objective texture measures. The ROI is a “window” of pixels (i.e., a pixel block) wherein the objective texture measures (i.e., first order, fractal, and second order) are calculated on the image slice. In one embodiment, the size of the ROI window is 31x31 pixels with an overlapping region of 15x15 pixels, i.e., the window “skips” across the original segmented and edgengmented duplicate slices at 15 pixel intervals. Although in the illustrated embodiment a 31x31 ROI window is used, other window sizes can also be used depending on which size would be best suited for a particular diagnostic study of the image slice. For example, an ROI of 19x19 pixels overlapping with a region of 9x9 may be more appropriate for a particular study than the 31x31 ROI.

At step 135, the features of the region of interest on both the original 11-bit segmented slice and the 8-bit edgengmented duplicate slice are “extracted” (i.e., determined) by taking various measurements (e.g., first order, second order, and fractal measures). These measurements provide a quantitative, and thus objective, assessment of the region of interest and are described in detail hereinafter.

Multiple Feature Extraction

First Order Texture Measures

The first order texture measures are determined from the region of interest (ROI) of the original 11-bit segmented CT slice having 2,048 gray levels. To calculate these first order texture measures, a gray level distribution (i.e., a histogram) is created to display the occurrence frequencies of all the gray levels in the ROI. In other words, the histogram is a plot that visually indicates the total number of pixels in the ROI that possess a particular gray level.

There are two types of first order texture measures that provide an objective assessment of the gray level histogram of the image slice. One of these types is the gray level distribution measures that describe the overall lightness/darkness of the image as well as its shape, asymmetry, and peakedness. Specifically, these gray level distribution measures are the Mean, Variance, Skewness, Kurtosis, and Gray Level Entropy and are obtained from the formulae provided below.

1 Gray Level Distribution Measures

(a) Mean Gray Level (MEAN)—provides a measurement of the overall lightness/darkness of the image.

$$\mu = \frac{1}{N} \sum_{i,j} g(i,j)$$

(1)
where:
\[ g(i,j) \] is the gray level at pixel location \((i,j)\) of the image.

\( R \) is the matrix of the ROI.

\( N \) is the total number of pixels.

(b) Variance of Gray Levels (VAR)—characterizes the shape of the gray level histogram. The standard deviation, which describes the overall contrast of the image, can be calculated from the variance.

\[
V_x = \frac{1}{N} \sum_{i,j \in R} [g(i,j) - G_{ave}]^2
\]

(c) Skewness (SKEW)—quantitatively evaluates the asymmetry of the gray level histogram’s shape.

\[
S = \frac{1}{N} \sum_{i,j \in R} \left[ \frac{g(i,j) - G_{ave}}{\sigma} \right]^3
\]

(d) Kurtosis (KURT)—measures the peakedness of the gray level histogram relative to the length and size of the tails of the histogram (i.e., those regions to the extreme left and right of the histogram).

\[
\frac{1}{N} \sum_{i,j \in R} \left[ \frac{g(i,j) - G_{ave}}{\sigma} \right]^4
\]

(e) Entropy (GRAYENT)—characterizes the level of disorder inside the gray level histogram.

\[
e = - \sum_k p(k) \ln[p(k)]
\]

where:

\( p(k) \) is the probability of the \( k \)th gray level, i.e., the ratio between its frequency of occurrence and the total number of pixels.

II. Percentile Measures

The second type of first order measures, the percentile measures, provide an additional assessment of the histogram over that provided by the gray level distribution measures. These percentile measures are the:

(a) Lowest Fifth Percentile, which is the gray level below which 5% of the total number of pixels fall on the histogram;

(b) Upper Fifth Percentile, which is the gray level below which 95% of the total number of pixels fall on the histogram;

(c) difference between the MEAN (1) and the Lowest Fifth Percentile;

(d) difference between the Upper Fifth Percentile and the MEAN (1); and

(e) ratio between the two differences of (d) and (c), i.e., (Upper Fifth Percentile–MEAN)/(MEAN–Lowest Fifth Percentile).

These percentile measures aid in determining whether the lung parenchyma is diseased as a result of emphysema or other type of pulmonary diseases (e.g., idiopathic pulmonary fibrosis or sarcoidosis). If the lowest fifth percentile gray level of a suspect tissue pathology is significantly lower than that of the norm (i.e., the lowest fifth percentile gray level of a healthy lung), this could typically indicate that the tissue pathology of the lung is emphysema. However, if the highest fifth percentile gray level were significantly higher than the norm, this could typically indicate that the pulmonary tissue pathology is due to either IPF or sarcoidosis.

Second Order Texture Measures

While the first order texture measures provide an indication of the frequency of gray level occurrence within the image, they fail to adequately describe quantitative texture features such as the contrast and local inhomogeneities of the image slice. Accordingly, a series of second order texture measures are taken from the 8-bit edgegmented duplicate slice to obtain spatial interdependencies between image elements of the slice, thus providing an adequate characterization of differences in texture of the lung parenchyma.

Specifically, the second order texture measures used to help determine the presence of pulmonary tissue pathology are the run-length matrix measures and the co-occurrence matrix measures. These texture measures are derived from the 8-bit edgegmented duplicate slice and are discussed hereinbelow.

1. Run-Length Matrix Measures

To obtain the run-length matrix measures, a run-length matrix is constructed by analyzing the gray levels of the 8-bit edgegmented duplicate slice. The size of the matrix is the number of gray levels present in the image by the number of pixels that represent the width or height of the ROI. Thus, in the illustrated embodiment, the size of the matrix is 256 × 512.

The run-length matrix is formed by determining the gray level “run-lengths” that exist within the image slice, where a “run-length” is the number of consecutive, collinear pixels “i” that possess the same gray level “i” within the slice. In other words, a run-length is the number of pixels (having the same gray level) that can be traversed in a “string” of pixels before a difference in gray level occurs.

To determine these run-lengths of the image slice, reference is made to FIGS. 5A-5D, each of which illustrate the same sample ROI having pixels a, through e. Although the sample ROI depicted in FIGS. 5A-5D is 5 × 5 pixels in size, this is merely for simplification purposes, as the actual size of the ROI is 31 × 31 pixels in one embodiment.

Because the ROI of FIGS. 5A-5D does not provide any indication of direction whatsoever, i.e., the image slice is not directional per se, the run-lengths are determined in the horizontal, vertical, and diagonal directions of the ROI. Accordingly, as shown in FIG. 5A, the run-lengths are first determined in the horizontal (i.e., the zero degree) direction of the ROI by the formation of “pixel-strings” designated by dashed lines 1-5. Subsequent to determining the run-lengths in the horizontal direction, referring to FIG. 5B, the run-lengths are determined in the vertical (i.e., the 90 degree) direction by the formation of pixel-strings 1-5, which are oriented vertically. Subsequently, the run-lengths that are determined in the diagonal direction which have two distinct orientations. Referring to FIG. 5C, pixel-strings 1-7 are oriented at 45 degrees; whereas pixel strings 1-7 of the ROI in FIG. 5D are arranged in a 135 degree orientation. The pixels a, and e, of FIG. 5C and pixels e, and a, of FIG. 5D, all taken separately, cannot consist of a run-length because a run-length must be at least two pixels in length. Accordingly, pixel-strings are omitted for those corner pixels.
Referring to FIG. 6, a process is shown for determining the existence of run-lengths in a particular pixel-string of the plurality of strings of FIGS. 5A-5D. The process commences at step 600 where a position variable \( x \) is initialized with a value of one. The position variable \( x \) indicates the position of a particular pixel within the pixel-string. Thus, referring back to FIG. 5A, since position variable \( x \) is set equal to one initially, this position would indicate pixels \( a_1, b_1, c_1, d_1, \) and \( e_1 \) of pixel strings 1-5, respectively. In FIG. 5B, position variable \( x \) is set to two would indicate pixels \( a_2, a_3, a_4, b_2, c_2, \) and \( d_2 \) for pixel strings 1-7, respectively. And, for FIG. 5D, pixels \( a_5, a_6, a_7, b_5, c_5, \) and \( d_5 \) for pixel strings 1-7, respectively. If the position variable \( x \) were set equal to two, this would indicate the next successive pixel in the pixel string (i.e., pixels \( a_2, b_2, c_2, d_2, \) and \( e_2 \) for FIG. 5A, etc.).

Referring back to FIG. 6, the process continues at step 605 where the gray level of pixel \( x \) within the string is determined. Subsequently, the gray level of the pixel \( x+1 \) (i.e., the pixel directly adjacent to pixel \( x \) within the pixel-string) is determined at step 610. Continuing to step 615, a determination is made as to whether or not the gray level of pixel \( x \) is equal to the gray level of pixel \( x+1 \). If the gray levels of pixels \( x \) and \( x+1 \) are not equivalent, the process proceeds to step 620 where the pixel location variable \( x \) is incremented by one and at step 625 it is decided whether or not the gray level has been determined for all pixels of the string. If the gray level of all the pixels has been determined, the process ends because no more run-lengths could possibly exist in the pixel-string. However, if all the pixels’ gray levels have not been determined, the process reverts back to step 605, where the gray level of the “new” (i.e., incremented) pixel \( x \) is determined. On the other hand, if the gray levels of pixel \( x \) and \( x+1 \) are equal at step 615, then the start of a run-length is detected. As a result, the process continues to step 630, where the run-length variable \( j \) is set equal to two and the gray level variable \( i \) is set equal to the gray level of pixel \( x \) (which is also the same gray level as pixel \( x+1 \)) as shown at step 635. Subsequent to setting the variables \( i \) and \( j \) in step 630, the process proceeds to step 635, where it is decided whether or not the gray level has been determined for all pixels in the pixel-string. If the gray level has been determined for all of the pixels in the string, then an entry is made in the run-length matrix at location \( (i,j) \) at step 645 and the process ends because all of the run-lengths in the pixel-string have been determined. However, if the gray level has not been determined for all of the pixels in the string, the process continues to step 640 where the gray level of pixel \( x+2 \) is obtained and it is determined if its gray level is equivalent to the gray level of pixel \( x+1 \). If the two gray levels are not equivalent at step 650 an entry is made in the run-length matrix at location \( (i,j) \), the run-length variable \( j \) is reset to zero, and the position variable \( x \) is incremented by one. Subsequent to these occurrences at step 650, the process reverts back to step 605 where the gray level of the “new” (i.e., incremented) pixel \( x \) is determined. However, if the gray levels of pixels \( x+2 \) and \( x+1 \) are deemed equivalent in step 640, at step 655 the run-length variable \( j \) is incremented by one. The process then continues to step 660, where the pixel position variable \( x \) is incremented by one and, subsequently, the process returns to step 635 for determining whether the gray levels have been determined for all pixels of the string.

In short, the above process determines the number of consecutive pixels \( j \) of a pixel-string that possess the same gray level \( i \). This process is performed for each of the pixel strings depicted in FIGS. 5A-D. Subsequent to obtaining the run-length variables \( i \) and \( j \), entries are made in the run-length matrix indicating how many “runs” within the ROI possess a run-length \( j \) occurring at a gray level \( i \).

Since the physical size of a pixel may differ between one image and another, in accordance with one embodiment, the run-lengths \( j \) are actually determined in terms of a unit of measurement (e.g., millimeters) as opposed to the number of pixels as described above. That is, two pixel-lengths is approximately 1.172 mm.

Additionally, although in the illustrated embodiment the “run” is defined as a set of consecutive, collinear pixels having the exact same gray level, the “run” could be defined by a set of consecutive, collinear pixels which fall within a certain range of gray levels. The latter, i.e., falling within a certain range of gray levels, would be more advantageous if the image were not edgedgmented.

Five measures that describe the gray level heterogeneity and tonal distribution of the image are the short run emphasis, long run emphasis, gray level non-uniformity, run length non-uniformity, and run percentage. These measures are derived from the run-length matrix, which was constructed above, and are specifically provided below.

(a) Short Run Emphasis—emphasizes short run-lengths within the ROI, where higher values indicate a presence of shorter run-lengths.

\[
SRE = \frac{\sum_{i=1}^{N_y} \sum_{j=1}^{N_x} (1/p(i,j) - \bar{p})^2}{\sum_{i=1}^{N_y} \sum_{j=1}^{N_x} p(i,j)}
\]

where:
- \( p(i,j) \) is the \( i^{th} \) and \( j^{th} \) entry in the run-length matrix
- \( N_y \) is the number of quantized gray levels
- \( N_x \) is the number of quantized run-lengths
- \( \bar{p} \) is the total number of pixels in the given ROI

(b) Long Run Emphasis—emphasizes long run-lengths within the ROI, where higher values indicate a presence of longer run-lengths.

\[
LRE = \frac{\sum_{i=1}^{N_y} \sum_{j=1}^{N_x} p(i,j)}{\sum_{i=1}^{N_y} \sum_{j=1}^{N_x} \sum_{j=1}^{N_x} p(i,j)}
\]

(c) Gray Level Non-Uniformity—provides a measure of tonal distribution, where lower values indicate an even distribution of run-lengths throughout the gray levels.

\[
GLN = \sqrt{\frac{\sum_{i=1}^{N_y} \left( \frac{\sum_{j=1}^{N_x} p(i,j)}{N} \right)^2}{\sum_{i=1}^{N_y} \sum_{j=1}^{N_x} p(i,j)}}
\]

(d) Run Length Non-Uniformity—provides a measure of run-length size distribution, where lower values indicate an even distribution of runs throughout the run-length groups.
II. Co-Occurrence Matrix Measures

The co-occurrence matrix and its derived parameters recognize that the texture and tone of an image have a mutual dependence and describe the overall spatial relationships that the gray tones of an image have to one another. The co-occurrence matrix is formed by determining the number of times a particular gray level “i” and a particular gray level “j” are separated by a given distance “d” along a direction φ of the image slice. Since, in the illustrated embodiment, the edge-mented duplicate slice has 256 gray levels, the size of the matrix is 256 by 256. The formation of the co-occurrence matrix will be better understood from the process illustrated in FIG. 7.

Referring to FIG. 7, the process commences at step 700 where a pixel is selected within the ROI and defined as pixel “x”. At step 710, the gray level i of pixel x within the ROI is determined. Subsequently, at step 720, a gray level j of a pixel residing at a distance d in a direction φ, relative to pixel x, is determined. In one embodiment, the distance “d” is 1.172 mm, which is approximately 2 pixels in length. However, any number of pixels (represented in mm) can be chosen to represent the distance d dependent upon which distance would provide more meaningful results for a particular diagnostic study. The direction φ is 0, 45, 90, 135, 180, 225, 270, and 315 degrees relative to pixel x. Thus, in accordance with the illustrated embodiment, the gray level j of each pixel that is located (approximately) 2 pixels horizontally, vertically, and diagonally from pixel x is determined. Subsequent to obtaining the gray levels j at step 720, entries are made in the co-occurrence matrix, at step 730, indicating the gray levels of pixel x and the gray levels of those pixels which exist a distance d in a direction φ from pixel x. Since the purpose of the co-occurrence matrix is to determine the number of times the same gray level i and j occur at a distance d, these multiple occurrences are summed in their respective locations within the matrix. The process continues for each and every pixel within the ROI, i.e., each pixel of the ROI assumes the role of pixel x. Thus, at step 740, it is then determined whether the last pixel of the ROI was evaluated. If not, the process returns to step 700 where a new pixel is selected from the ROI and is defined as pixel x. On the other hand, if every pixel of the ROI has been defined as pixel x, then the process continues to step 750, where each element of the co-occurrence matrix is normalized by dividing each element by the total number of entries in the matrix. Subsequent to forming the co-occurrence matrix, at step 760 the co-occurrence matrix measures are calculated which emphasizes the spatial interdependencies of the image elements. These measures are determined from the co-occurrence matrix and, specifically are the entropy, angular second moment, inertia, contrast, correlation, and inverse difference moment provided below.

(a) Entropy—provides indication of the homogeneity of the image, where lower values indicate that the image is homogeneous; whereas higher values indicate inhomogeneity (i.e., indicates a mixture of various gray levels in slice).

\[
ENT = - \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} p(i,j) \ln(p(i,j))
\]

where:

Ng is the number of quantized gray levels

(b) Angular Second Moment—measures the degree of gray level homogeneity in the image and is inversely related to the entropy.

\[
ASM = \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} p(i,j)^2
\]

(c) Inertia

\[
INER = \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} (i-j)^2 p(i,j)
\]

(d) Contrast—is sensitive to changes in brightness. It is higher when there is a frequent occurrence of large gray level differences inside the ROI.

\[
CON = \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} (i-j)^2 p(i,j)
\]

(e) Correlation—measures the degree to which the elements of the matrices are concentrated along the diagonal.

\[
CORR = \frac{\sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} (i - \mu_i)(j - \mu_j) p(i,j)}{\sigma_x \sigma_y}
\]

where:

\[
\mu_i = \sum_{j=0}^{N_g-1} \sum_{i=0}^{N_g-1} p(i,j)
\]

\[
\mu_j = \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} p(i,j)
\]

\[
\sigma_x^2 = \sum_{i=0}^{N_g-1} (i - \mu_i)^2 \sum_{j=0}^{N_g-1} p(i,j)
\]

\[
\sigma_y^2 = \sum_{j=0}^{N_g-1} (j - \mu_j)^2 \sum_{i=0}^{N_g-1} p(i,j)
\]
Inverse Difference Moment—measures the lack of variability in the image (also referred to as local homogeneity).

\[ IDM = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{1 + (i - j)^2} p(i, j) \]  

(20)


Fractal Analysis

Fractal analysis provides an effective tool for quantitatively characterizing complex natural structures, such as the pulmonary branching structure, which are not well described by classical geometry. In fractal analysis, the complexity of the structure is expressed by the fractal dimension, which reveals how well a fractal object fills the Euclidean space in which it is embedded. The fractal dimension closely resembles a human’s intuitive notion of “roughness”, thus as the value of the fractal dimension increases, the rougher the texture becomes. Analysis of the lung parenchyma’s texture identifies the presence of the amount of structure within the parenchyma. And, ultimately such analysis segregates the lung parenchyma into various tissue pathology classes.

Two types of fractals utilized in the analysis process of the present invention are the stochastic fractal and the geometric fractal. The geometric fractal describes the pulmonary branching structure strictly on a black and white (or “binary”) image that augments such branching structure; whereas, the stochastic fractal describes the relationship of gray levels. The stochastic fractal dimension, calculated using fractional Brownian motion model concepts, acts as a pre-processing stage for the calculation of the geometric fractal dimension (GFD).

Referring to FIG. 8, a flowchart is shown that illustrates the process used for calculating the local stochastic fractal dimension (SFD) for each pixel of the ROI. The process begins at step 800 where a pixel within the ROI of the 11-bit original segmented slice is selected and defined as pixel “x”. Subsequent to selecting pixel x, a 5x5 pixel block is centered about pixel x at step 810. This pixel block is composed of those pixels neighboring pixel x at a distance of up to two pixel-lengths from pixel x, with pixel x being the center pixel of the 5x5 block. This will be better understood with reference to FIG. 9A, where a sample ROI is shown. Assuming that pixel \( d_x \) of the ROI is initially selected to be defined as pixel x, the 5x5 pixel block would encompass all of those pixels surrounding pixel \( d_x \) inside the dotted line designated by 910. These pixels surround pixel x (i.e., pixel \( d_x \)) up to two pixel-lengths and thus form the 5x5 pixel block.

Returning back to FIG. 8, at step 820 the average absolute gray level intensity differences are determined between each possible pixel-pair that are separated from each other by a separation distance “d” within the 5x5 pixel block. The calculation of these average gray level intensity differences will be better understood with reference to the detailed process provided for in FIG. 10.

The process commences at step 1000 where each possible pixel-pair separated by a distance “d” is determined within the 5x5 pixel block. Initially, the separation distance “d” is selected as a value of one pixel-length such that all neighboring (i.e., adjacent) pixels, for each and every pixel in the 5x5 block, separately form a pixel-pair. Referring again to FIG. 9A of the sample 5x5 pixel block, the pixels which are directly adjacent to each pixel of the 5x5 pixel block independently form a pixel-pair. For example, the pixel-pairs relative to pixel \( d_x \) are pixel-pair \( b_x \) and \( c_x \), pixel-pair \( b_x \) and \( c_x \), and pixel-pair \( b_x \) and \( b_x \). The pixel-pairs relative to pixel \( b_x \) are pixel-pair \( b_x \) and \( b_x \), pair \( b_x \) and \( b_x \), and \( c_x \) and pair \( b_x \) and \( b_x \). This process continues for each and every pixel of the 5x5 pixel block until all of the possible pixel-pairs are obtained that are separated by the separation distance “d”, which is initially one pixel-length. After all of the pixel-pairs are determined when the separation distance “d” is equal to one pixel-length, all possible pixel-pairs are determined for a separation distance “d” equal to two pixel-lengths. For example, the pixel-pairs formed relative to pixel \( b_x \) at a separation distance of “d” set equal to two pixel-lengths, are pixel-pair \( b_x \) and \( d_x \), pair \( b_x \) and \( d_x \), pair \( b_x \) and \( d_x \), pair \( b_x \) and \( d_x \), pair \( b_x \) and \( c_x \), and pair \( b_x \) and \( b_x \). After all of the possible pixel-pairs are determined at a separation distance of two pixel-lengths, the separation distance is increased by one pixel-length again (i.e., 3 pixel-lengths, then 4 pixel-lengths, etc.) to determine all possible pixel-pairs at the particular separation distance “d”.

Continuing until a maximum separation distance is achieved between pixel-pairs of the 5x5 block, i.e., until the separation distance “d” forms as pixel-pairs the two pixels at the opposite corners of the 5x5 pixel block, which are pixel-pair \( b_x \) and \( f_x \) and pixel-pair \( f_x \) and \( b_x \) in the illustration of FIG. 9A.

Returning back to FIG. 10, once all of the possible pixel-pairs are obtained at their respective separation distances “d” at step 1000, the process continues to step 1010 where the difference of gray levels of each pixel-pair is determined at their respective separation distance “d.” Thus, taking pixel-pair \( b_x \) and \( b_x \) for example, the gray level assigned to pixel \( b_x \) is subtracted from the gray level assigned to pixel \( b_x \). This operation is performed for each and every pixel-pair obtained in step 1000 above. Subsequently, at step 1020, the absolute value of all the gray level differences is taken such that all of the gray level differences are positive values. Finally, at step 1030, the average is taken of all the absolute gray level intensity differences (obtained in step 1020) for each respective separation distance “d.” Thus, a single average absolute gray level intensity difference value is obtained for each respective separation distance “d.”

Referring back to FIG. 8, subsequent to determining these average absolute intensity differences in step 820, the process continues to step 830 for determining the stochastic fractal dimension (SFD). At step 830, a plot is made on a log-log scale that graphs the average absolute gray level intensity differences against their respective separation distance “d”, which was obtained in step 820. After obtaining this plot, the slope of the best-fit line is determined at step 840. Subsequently, the local stochastic fractal dimension (SFD) is calculated at step 850 using the formula shown below by plugging in the slope value obtained from step 840 above.

\[ SFD = \frac{1}{2} \]  

(21)

Once the SFD value is obtained, the significance of pixel x is again important, as this SFD value is assigned to pixel x (i.e., the pixel located at the center of the 5x5 pixel block). The SFD is similarly calculated for each and every pixel of the ROI, i.e., each and every pixel of the ROI “plays the role” of pixel x. Therefore, at step 860 it is determined whether or not every pixel within the ROI has been defined as pixel x. If not, the process reverts back to step 800 where another pixel within the ROI is selected to calculate its SFD value. At the point where a new pixel x is defined, the 5x5 pixel block is
Subsequent to super-imposing the image slice on the super-pixel grids of increasing size e, at step 1120 (FIG. 11), the number of super-pixels (i.e., N(e)) that possess a black pixel are counted within a particular ROI of the super-imposed image slice. That is, if any one pixel within the super-pixel is black, the super-pixel is thus considered to be black. The counting of the number of black super-pixels (within a particular ROI) is performed on each of the super-pixel grids from “e”=1 to “e”=10. After determining the number of super-pixels which are black in a particular ROI for each super-pixel grid size, the process continues to step 1130, where a plot is made of the number of black super-pixels N(e) for the ROI against its respective super-pixel size “e.” Finally, at step 1140, the geometric fractal dimension (GFD) of the particular ROI can be estimated from the slope according to the formula appearing below.

\[ N(e) = K(e)^{GFD} \]  

The geometric fractal dimension (GFD) provides a quantitative indication of a particular tissue pathology in the ROI for which it was calculated. A lower value GFD (i.e., a fewer amount of black super-pixels) will indicate a lack of structure in the lung parenchyma; whereas, a higher value GFD will indicate more structure (i.e., an increased presence of black super-pixels). Accordingly, a lower GFD value could suggest emphysematous tissue since there is a lack of structure due to breakdown of the alveolar walls of the lung parenchyma. On the other hand, a higher GFD value could suggest an increased presence of more structure, e.g., thickening of the blood vessels, which is characteristic of IPF and sarcoid.

A further description of fractal analysis theory can be found in “Fractal Analysis of High-Resolution CT Images as a Tool for Quantification of Lung Tissue Pathology,” by R. Uppaluri et al., Medical Imaging 1995: Physiology and Function from Multidimensional Images, Vol. 2433, pp. 133-142, 1995, the entire contents of which is incorporated herein by reference.

Optimal Feature Selection

The set of features that were determined from the ROI in step 135 of FIG. 1, i.e., the first and second order texture measures and the fractal dimension, often contain redundant features or features which fail to lend themselves to properly identify a particular class of tissue pathology. Accordingly, at step 140, an optimal feature selection technique is performed to select those features which are mutually independent from the other calculated features, thus providing a more accurate set of features that is useful for determining the presence of a particular class of tissue pathology. The optimal feature selection is performed using training samples (which will be described later).

In order to perform the optimal feature selection technique, the “divergence” measure is utilized along with a correlation analysis procedure. Specifically, the divergence measure is used to indicate the “strength” of a feature in determining a particular class of tissue pathology; whereas correlation analysis is utilized to remove the redundant features.

When a Gaussian distribution of features is assumed, the divergence of a set of features x is defined as:

\[ J(S_1, S_2) = \int_{-\infty}^{\infty} \frac{p(x|S_1) - p(x|S_2)}{p(x|S_1) + p(x|S_2)} \log \left( \frac{p(x|S_1)}{p(x|S_2)} \right) dx \]  

where:

- x is an R-dimensional vector
- S_1, S_2 denote two tissue pathology classes
if classes $S_1$ and $S_2$ are assumed to be multi-variate Gaussian distributed, the R-dimensional $\phi$ vector is distributed as:

$$p(\phi_i) = \frac{1}{(2\pi)^{R/2} |\Sigma|^{1/2}} e^{-\frac{1}{2}(\phi_i - \mu_i)^T \Sigma^{-1} (\phi_i - \mu_i)}$$

where:

- $\mu_i$ is a mean vector
- $\phi_i$ is a covariance matrix for each tissue pathology class

Assuming that the total number of features is $R$, it is desirable to determine which subset of features $N$, taken together, is optimal from $R$ (i.e., most useful for determining a class of tissue pathology). Accordingly, the divergence of $R$ features can be calculated one at a time and, thus, $N$ of those features with the highest divergence value is chosen.

Providing that Gaussian statistics are assumed and the features are evaluated one at a time, the divergence measure of the $i^{th}$ feature is:

$$D(S_i | S_1, S_2, n) = \frac{1}{2} \log \left(1 + \frac{2}{\sigma_i^2} \sigma_i^2 \right)$$

where:

- $\sigma_i^2$ are the variance and the mean, respectively, of feature $i$ and class $k$

The divergence measure, provided for above, is only defined for a two-class situation (e.g., emphysema and normal tissue). However, in order to account for additional tissue pathology classes (i.e., where $k>2$), the sum of the paired divergences is used as an optimization criterion.

If two of the features are highly correlated, those features are redundant and, thus, are of little value in determining different types of tissue pathology classes. Accordingly, to identify the degree of correlation between the features, correlation analysis is performed. Again, assuming that the total number of features is $R$, a correlation matrix $C$ is formed which is $R \times R$ in size, such that:

$$C = [p_{ij}]$$

where the correlation coefficient $p_{ij}$ is related to the sample of covariances by:

$$p_{ij} = \frac{\sigma_{ij}}{\sigma_i \sigma_j}$$

Since $0 \leq p_{ij}^2 \leq 1$, where $p_{ij}^2 = 0$ for uncorrelated features and $p_{ij}^2 = 1$ for correlated features, $p_{ij}^2$ essentially is a similarity function for the features.

The final $N$ features (i.e., the optimal features) are selected by ordering the $R$ original features by the divergence measure and retaining only those features whose absolute value of $p_{ij}$ ($>\theta$), with all previously accepted features, does not exceed $0.8$.

A further description of the optimal feature selection process can be found in “Introduction to Mathematical Techniques in Pattern Recognition”, by H. C. Andrews, Wiley, New York, 1972, the entire contents of which is incorporated herein by reference.

**Classification of Tissue Pathology Patterns**

1. **Training the Classifier**

   The analysis of the image slice described heretofore performs a series of first order, second order and fractal measures on the slice, thus quantitatively assessing the image. However, these quantitative measures are mere calculations and, therefore, these calculations need to be translated into a corresponding tissue pathology class to provide meaningful results to the user of the present invention. Therefore, the present invention employs a classifier which classifies the ROIs of the image slice into six different tissue pathology classes, in accordance with one embodiment. The tissue pathology classes are emphysema-like, honeycomb, ground glass, broncho vascular bundles, nodular pattern, and normal, all the characteristics of which are provided for below.

<table>
<thead>
<tr>
<th>Tissue Pathology</th>
<th>Characteristics of Tissue Pathology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emphysema-like</td>
<td>Caused by destruction of tissue, which forms large air spaces. The air spaces appear dark since air manifests itself on CT images as low gray levels.</td>
</tr>
<tr>
<td>Honeycomb</td>
<td>Characterized by small air sacs (that appear dark) surrounded by bright fibrous tissue. Predominantly caused by IPF; however, in some instances, it has also been linked to sarcoid.</td>
</tr>
<tr>
<td>Ground</td>
<td>Represents peripheral lung tissue pathology that is caused by the filling of the aereal spaces with fluid, cells, or fibrous tissue. This leads to an increased density and a relative homogenous appearance. Commonly associated with IPF, but has also been linked to sarcoid in some instances.</td>
</tr>
<tr>
<td>Broncho Vascular</td>
<td>Characterized by blood vessels and bronchi which may be thickened as a result of disease, but may also represent normal vascular or bronchial structures.</td>
</tr>
<tr>
<td>Bundles</td>
<td>Predominantly associated with sarcoid, but has also been linked to IPF.</td>
</tr>
<tr>
<td>Nodular</td>
<td>Characterized by very subtle bright spots over a background of normal tissue. A primary indicator of sarcoid; however in some cases, it has been linked to IPF.</td>
</tr>
<tr>
<td>Normal</td>
<td>Composed of air-contained alveolar tissue interspersed with blood vessels. The blood vessels appear bright and the air-contained regions appear dark on the CT image.</td>
</tr>
</tbody>
</table>

In order for the classifier of the present invention to properly translate and classify the optimal features $N$ (as determined in step 140) into the proper tissue pathology class, the classifier needs to be trained (or initialized) based upon prior samples (or examples). Accordingly, at least two trained observers (e.g., pulmonologists) independently assess a series of sample images of the lung (i.e., a “training set” of images). Each one of the trained observers outlines regions on the image slice and classifies each region to a respective tissue pathology class based upon his or her prior experience. Only those regions of the image slice which the trained observers agree upon a particular tissue pathology class, are provided as samples to the classifier of the present invention. Subsequent to the “agreed-upon” image samples being classified by the trained observers, the images are quantitatively assessed using the techniques of steps 105 through 135 of FIG. 1. That is, the first and second order texture measures and fractal measures are performed on these image samples. After the samples have been quantitatively assessed, the quantitative measurements are associated with the particular tissue pathology class assigned by the trained observers. This information is then stored such that a determination of tissue pathology classes can be made on future image slice evaluations without the assistance of the trained observers.

The aforementioned process for training the classifier need only be performed once prior to performing a diagnostic analysis of subsequent CT images. However, the classifier can be updated with additional samples. Furthermore, the
classifier can be trained with samples of additional tissue pathology classes in addition to the six tissue pathology classes described above.

2. Classification of Tissue Pathology by the Classifier

Once the classifier has been provided with the tissue pathology samples, the classifier takes the optimal features N, obtained in step 140, and classifies the ROI as a particular tissue pathology class at step 145 using the features N and the samples.

The actual classification process is accomplished utilizing a Bayesian (non-linear) statistical classification scheme, which is based upon a minimum loss optimality criterion and is constructed using a posteriori probabilities.

In order for the classifier to determine which tissue pathology class a particular ROI of the image slice belongs to, the probability of the ROI matching a particular tissue pathology class needs to be determined. This is accomplished using the probability density function \( p(x|\omega) \) formula shown below, which indicates the probability that an "unclassified ROI belongs to a particular tissue pathology class.

\[
P(x|\omega) = \frac{1}{(2\pi)^{n/2} |\Psi|} \exp\left(\frac{-1}{2} (x - \mu)^T \Psi^{-1} (x - \mu)\right)
\]  

where:

- \( p(x|\omega) \) is the probability that the ROI belongs to a particular tissue pathology class \( \omega \).
- \( x \) denotes a feature vector containing the optimal features N for the ROI.
- \( n \) is the number of features in the feature vector \( x \).
- \( \mu \) denotes the mean feature vector from all the examples for each tissue pathology class.
- \( \Psi \) is the dispersion matrix for each tissue pathology class also computed using the examples.

Subsequent to calculating the probability that the ROI belongs to each particular tissue pathology class \( \omega \), the a posteriori probability can be computed from a priori probabilities using Bayes formula:

\[
P(\omega|x) = \frac{p(x|\omega)p(\omega)}{p(x)}
\]  

where:

- \( p(x) \) is the mixture density
- \( p(\omega) \) is the a priori probability of class \( \omega \).
- \( p(\omega|x) = K \cdot K \cdot K \cdot K \cdot K \cdot K 
\)

where:

- \( K \) is the number of examples of \( \omega \) in the training set.
- \( K \) is the total number of samples in the training set.

In equation (29) above, the values of \( p(\omega) \) and \( p(x) \) are constants and thus cancel out of the equation. Accordingly, the a posteriori probability \( P(\omega|X) \) is approximately equal to the probability density \( p(x|\omega) \). From these a posteriori probabilities determined for each tissue pathology class \( \omega \), the training set, the tissue pathology class to which the ROI belongs is the tissue pathology class associated with the highest probability \( P(\omega|x) \) as shown in equation (30) below.

\[
P(\omega|x) = \max_{\omega_{1}, \ldots, \omega_{n}} P(\omega_{1}|x)
\]  

Subsequent to determining the tissue pathology class to which the ROI belongs, the process ends at step 150 where a color-coded classification label is assigned to the classified region. Since the 31x31 ROIs overlap by 15x15, the color coded classification label is assigned to the 15x15 block centered in the ROI. The color-codes that can be assigned to this 15x15 block are emphysema-like—black, honeycomb—blue, ground glass—navy blue, broncho vascular bundles—red, nodular pattern—yellow, and normal—sky blue. In addition, if the highest probability, obtained from equation (30) above, yielded a tissue pathology class of less than 90%, a color-coded label of white is assigned to the region, thus indicating that the region could not be classified with at least 90% confidence.

A further description of the Bayesian classifier can be found in "Image Processing, Analysis, and Machine Vision", by M. Sonka et al., Chapman & Hall, London, 1993, the entire contents of which is incorporated herein by reference.

The System

Referring to FIG. 13, a system 1300 is shown that performs the objective image analysis procedure of FIG. 1. In the illustrated embodiment, system 1300 is a UNIX workstation; however, it is conceivable that other types of computer systems can be used in lieu of the UNIX workstation without departing from the scope of the invention. System 1300 comprises an image-input device 1310 that receives a digital representation of the CT image directly from a CT scanner (not shown). Coupled to the image-input device 1310 is processor 1320, which controls the overall operation of system 1300 and evaluates the CT image by calculating the objective texture measures. The processor 1320 receives its instructions from memory 1330, which has computer code stored therein. In the illustrated embodiment of the invention, the computer code is written in the "C" programming language; however, it will be appreciated that other computer programming languages can be used to program system 1300 without departing from the spirit and scope of the invention. The actual computer code used to implement the present invention is attached to Appendix A of this application.

The memory 1330 further stores the objective parameters associated with the sample images of the training set, after the system 1300 is trained (initialized), in order to perform the classification process.

System 1300 further includes user-input devices 1340 that allow the user to interact with system 1300 and a display 1350 that provides the objective analysis of the CT image in visual form to the user by indication of the color-coded tissue pathology class regions of the image. In accordance with the illustrated embodiment of the invention, the user-input devices 1340 are a computer mouse, which permits the user to select a plurality of "on-screen" options from display 1350, and a keyboard for entry of numerical data. However, other types of user-input devices can be used in lieu of the mouse, such as a trackball, touchpad, touchscreen, voice recognition,sole use of the keyboard, or the like without departing from the spirit and scope of the invention.

The display 1350, shown in more detail in FIG. 14, depicts a graphic user interface (GUI) section 1400 that includes a plurality of graphic buttons 1405-1460, which allow the user to interact with system 1300 via the user-input devices 1340.

The user can load a CT image by selecting the LOAD IMAGE button 1405 with the mouse 1340. Subsequent to selection of this button, the desired CT image 1475 is displayed in an image display section 1470. The user is further given the option to adjust the contrast of the image 1475 via the CONTRAST button 1460 that appears at the bottom of the display 1350. When the user selects the CONTRAST button 1460, a contrast adjustment scale 1510 appears at the bottom of the screen, as depicted in FIG. 15, which permits the user
to lighten or darken the image 1475 by moving the pointer 1520 to the left or right, respectively, utilizing the mouse 1340.

The graphic user interface section 1400 further includes an ANALYZE button 1410, which has the system 1300 evaluate the loaded image 1475 in its entirety. After the ANALYZE button 1410 is selected, a dialog window 1610, as shown in FIG. 16, appears and prompts the user for the “in-slice resolution” of the image slice. The user can then enter the “in-slice resolution”, which indicates the physical length of the pxiels within the image slice, via the numeric entry field 1620. Subsequently, the user can click the OK button 1630 to submit the numeric entry to the processor 1320 or click the CANCEL button 1640 to terminate the “in-slice resolution” option. After providing the “in-slice resolution”, the entire image slice 1475 is evaluated by system 1300 for determining normal or diseased regions of the slice.

As opposed to having the entire image slice evaluated, the user can select a particular region on the image slice 1475 such that system 1300 will evaluate only the selected region. This is accomplished by the DRAW button 1420, which allows the user to define the region of interest on the displayed image 1475. It is important to note that the region of interest selected by the DRAW button 1420 is different than the aforementioned region of interest (i.e., the 31x31 ROI window) described previously for calculating the objective texture measures. Evaluation is performed within the drawn ROI using 31x31 windows in one embodiment. The DRAW button 1420, on the other hand, permits the user to focus on a particular region of the displayed image 1475. After selecting the DRAW button 1420, the user places a mouse pointer on the displayed image 1475 and “draws” a rectangular region 1480 via the mouse 1340 on a desired region of the image 1475, thereby defining the region of interest. The rectangular region 1480 can be of any size desired by the user. The user is also given the option to edit (or re-define) the rectangular region 1480 by selection of the UNDO button 1425; to save the defined region in memory 1330 by selection of the SAVE button 1430; or terminate the draw option altogether by selection of the QUIT button 1435. Subsequent to defining the region of interest with the DRAW option, the user can select the ANALYZE button 1410 to have only the defined region evaluated by system 1300.

The user also has the option to display various color-coded output images via a series of “Show Classes” options, defined by the four graphic buttons 1440-1455 that appear on the graphic user interface page 1400. The SHOW REGIONS button 1455 permits the user to display, as shown in FIG. 17, a computer-evaluated image 1710 with color-coded regions indicative of their respective various tissue pathology classes. The SHOW BORDERS button 1450 permits the user to display a computer-evaluated image 1810 with color-coded borders indicative of the normal and diseased regions as depicted in FIG. 18. And, as shown in FIG. 19, the user has the option to overlay the color-coded borders on the original CT image slice 1475 by selection of the OVERLAY BORDERS button 1445.

The SHOW SPECIFCIDS button 1440 permits the user to view the tissue pathology classes separately or to view a subset of all the tissue pathology classes simultaneously. Subsequent to selection of the SHOW SPECIFICIDS button 1440, as shown in FIG. 20, a window 2010 appears. The user is then able to select specific tissue pathology classes such that the image 1475 indicates the regions of the slice possessing the desired tissue pathology classes. The user is further given a COMPUTE STATS option 2020, which displays the area 2100 (in a quantitative measurement) of the lung possessing the particular tissue pathology class as shown in FIG. 21.

The VALIDATE button 1415, on the graphic user interface 1400, enables “observer validation” of the CT slice. This option permits the user to classify the 15x15 blocks (centered in their respective 31x31 ROIs) independently of system 1300. When the VALIDATE option 1415 is selected, the display 1350 shows FIG. 22 as its output. The user first makes a selection of one of the plurality of tissue pathology class patterns in window 2200. Subsequently, the user “clicks” on the boxes of the image (in window 2210) that he or she thinks represents the appropriate tissue pathology class. The user further can choose a MAGNIFY option 2230 and click on one of the boxes in window 2210 to magnify the image within the box. The magnified box then appears at the center of a “magnifying” window 2220 in order to provide the user with a more detailed view of the textural differences within the box for classification purposes. Essentially, this option enables the user to manually classify regions of the image based upon his or her interpretation and then make comparisons with the system’s quantitative assessment.

Those skilled in the art will now see that certain modifications can be made to the apparatus and methods herein disclosed with respect to the illustrated embodiments, without departing from the spirit of the present invention. And while the invention has been described above with respect to the preferred embodiments, it will be understood that the invention is adapted to numerous rearrangements, modifications, and alterations, and all such arrangements, modifications, and alterations are intended to be within the scope of the appended claims.

For example, although the present invention has been described as an application performed by a computer system, it is conceivable that the present invention be developed as a system solely dedicated for diagnostic medical image analysis or could also be developed as an integral part of the diagnostic medical image equipment (e.g., CT scanner) itself. Furthermore, although the present invention herein described is directed to the analysis of computed tomography (CT) images, the present invention could also be adapted for analysis of other types of diagnostic medical images, such as (but not limited to) X-rays, ultrasound, magnetic resonance imaging (MRI), etc. In addition, although the present invention is directed to the analysis of pulmonary tissue pathology, the invention could be adapted for analysis of other tissue pathology of the body and not solely limited to the lung region. Furthermore, although the first and second order texture measures and fractal measures have been described as being performed on a two-dimensional image slice, it will be appreciated that such analysis could be performed three-dimensionally by analyzing a volume of the lung (through a set of CT slices simultaneously) without departing from the spirit and scope of the present invention.

For example, FIG. 23 shows an embodiment of a method for automated analysis of textural differences present on an image volume, the image volume comprising a plurality of volume elements, each volume element having a gray level, the method comprising defining a volume of interest (VOI; 3010); performing texture measures within the VOI (3020); and classifying the VOI as belonging to a tissue pathology class based upon the texture measures (3030). FIG. 24 shows that the performing 3020 may comprise performing at least one first order texture measure within the VOI to describe a frequency of occurrence of all gray levels assigned to volume elements of the VOI (3020a); and performing at least one second order texture measure within the VOI to describe spatial interdependencies between the volume elements of
the VOI (3020b). FIG. 24 also shows that, in another embodiment, the method may comprise, prior to the classifying, eliminating the first order and second order texture measures that are redundant or fail to properly distinguish a particular tissue pathology class (3025). FIG. 25 shows that in another embodiment, the method also comprises, prior to defining the VOI, forming volume element regions within the image volume by assigning volume elements located adjacent one another a common gray level provided the adjacent volume elements' gray levels differ by an insignificant amount (3005). FIG. 26 shows that in another embodiment, the method comprises, prior to defining the VOI, removing structures within the image volume by assigning a particular gray level to one or more of the volume elements that form the structures (3007). FIG. 27 shows that in another embodiment, the method also comprises determining the number of times a particular gray level “i” of a volume element “x” within the VOI and a particular gray level “j” of another volume element within the VOI are separated by a distance of approximately two pixels in a direction “q” relative to volume element “x” (3060). FIG. 28 shows that in another embodiment, the method may comprise, prior to the classifying, centering a volume element block about each volume element of the VOI (3021); determining the average of absolute gray level intensity differences of each possible volume element pair separated by a distance “d” within each volume element block (3022); and assigning the volume element, about which each volume element block is centered, a stochastic fractal value based upon the average absolute gray level intensity differences obtained (3023). FIG. 29 shows that in another embodiment, the method may further comprise, prior to the classifying, assigning the volume elements of the VOI only one of two binary values dependent upon their respective gray level values (3024); mapping each image onto a grid of super-volume elements of increasing size “e” (3026); determining the number of the super-volume elements that are one binary value within the VOI (3027); and determining a geometric fractal value of the VOI based upon the determined number of super-volume elements that are the same binary value (3028). FIG. 30 shows that in another embodiment, the method may comprise, prior to the classifying, providing known samples of particular tissue pathology classes (3020c); performing first order and second order texture measures from the samples (3020d); and storing the first order and second order texture measures obtained from the samples (3020d). FIG. 31 shows that in another embodiment, the method may further comprise determining the probability that the VOI belongs to a particular tissue pathology class based upon the stored texture measures and the texture measures performed on the VOI (3020d) and the classifying (3030) comprises classifying the VOI to the particular tissue pathology class for which the probability is the highest. FIG. 32 shows that in another embodiment of the method, the performing (3020c) comprises performing texture measures on one or more groups of volume elements within the VOI, the classifying (3030) comprises classifying the VOI as belonging to a tissue pathology class based upon the texture measures, and the method further comprises assigning a color code to the VOI indicative of the tissue pathology class of the VOI (3080).

What is claimed is:

1. A method for automated analysis of textural differences present on an image volume, the image volume comprising a plurality of volume elements, each volume element having a gray level, the method comprising:

   a. using a computer to perform the following steps:

      1. removing structures within the image volume by assigning a particular gray level to the volume elements that form the structures;
      2. after the removing, defining a volume of interest (VOI) from which at least one of the structures has been removed;
      3. displaying the VOI;
      4. performing texture measures within the VOI; and
      5. classifying the VOI as belonging to a tissue pathology class based upon the texture measures.

   b. The method of claim 1, where the performing comprises:

      1. performing at least one first order texture measure within the VOI to describe a frequency of occurrence of all gray levels assigned to volume elements of the VOI; and
      2. performing at least one second order texture measure within the VOI to describe spatial interdependencies between the volume elements of the VOI.

   c. The method of claim 2, where prior to the classifying, the method further comprises:

      1. eliminating the first order and second order texture measures that are redundant or fail to properly distinguish a particular tissue pathology class.

   d. The method of claim 1, where prior to defining the VOI, the method further comprises:

      1. forming volume element regions within the image volume by assigning volume elements located adjacent one another a common gray level provided the adjacent volume elements' gray levels differ by an insignificant amount.

   e. The method of claim 4, where each commonly assigned gray level is the average of the adjacent volume elements' gray levels that differ in value by an insignificant amount.

   f. The method of claim 5, where the adjacent volume elements' gray levels differ by an insignificant amount is a difference in gray level of 20 or less.

   g. The method of claim 1, further comprising:

      1. determining the number of times a particular gray level “i” of a volume element “x” within the VOI and a particular gray level “j” of another volume element within the VOI are separated by a distance of approximately two pixels in a direction “N” relative to volume element “x”.

   h. The method of claim 1, where prior to the classifying, the method further comprises:

      1. centering a volume element block about each volume element of the VOI;
      2. determining the average of absolute gray level intensity differences of each possible volume element pair separated by a distance “d” within each volume element block;
      3. assigning the volume element, about which each volume element block is centered, a stochastic fractal value based upon the average absolute gray level intensity differences obtained.

   i. The method of claim 8 further comprising:

      1. assigning the volume elements of the VOI only one of two binary values dependent upon their respective gray levels;
      2. mapping each image onto a grid of super-volume elements of increasing size “e”;
      3. determining the number of the super-volume elements that are one binary value within the VOI; and
      4. determining a geometric fractal value of the VOI based upon the determined number of super-volume elements that are the one binary value.
10. The method of claim 1, where prior to the classifying, the method further comprises:

- providing known samples of particular tissue pathology classes;
- performing first order and second order texture measures from the samples; and
- storing the first order and second order texture measures obtained from the samples.

11. The method of claim 10 further comprising:

- determining the probability that the VOI belongs to a particular tissue pathology class based upon the stored texture measures and the texture measures performed on the VOI; and

12. The method of claim 1, where the performing comprises performing texture measures on one or more groups of volume elements within the VOI, the classifying comprises classifying the VOI as belonging to a tissue pathology class based upon the texture measures, and where the method further comprises:

- assigning a color code to the VOI indicative of the tissue pathology class of the VOI.