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<table>
<thead>
<tr>
<th>Image Size</th>
<th>$k=2$</th>
<th>$k=3$</th>
<th>Image Size</th>
<th>$k=2$</th>
<th>$k=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40''x40</td>
<td>1.2</td>
<td>1.7</td>
<td>100''x40</td>
<td>16.2</td>
<td>22.3</td>
</tr>
<tr>
<td>60''x40</td>
<td>3.3</td>
<td>4.8</td>
<td>140''x40</td>
<td>85.8</td>
<td>96.1</td>
</tr>
<tr>
<td>80''x40</td>
<td>6.1</td>
<td>9.4</td>
<td>200''x40</td>
<td>376.1</td>
<td>401.3</td>
</tr>
</tbody>
</table>

**FIG. 7C**
SYSTEM AND METHODS FOR IMAGE SEGMENTATION IN N-DIMENSIONAL SPACE

This application is a continuation-in-part of U.S. application Ser. No. 11/474,070, filed Jun. 23, 2006, which claims the benefit of U.S. Provisional Application No. 60/694,075, filed Jun. 24, 2005, incorporated herein by reference in its entirety.
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BACKGROUND OF THE INVENTION

The present invention is discussed in the following largely with reference to the medical industry, but the present invention is applicable to a variety of contexts and environments, including those that may utilize multidimensional data, for example, radar, sonar, lidar, X-ray, ultrasound, optical imaging, seismology data, ionoseric tomography, and many others.

Diagnostic imaging has influenced many aspects of modern medicine. The availability of volumetric images from X-ray computed tomography (CT), magnetic resonance (MR), 3-D ultrasound, positron emission tomography (PET) and many other imaging modalities has permitted a new level of understanding of biology, physiology, anatomy to be reached, as well as facilitated studies of complex disease processes. While the ability to acquire new and more sophisticated medical images has developed very rapidly in the past 20 years, the ability to analyze medical imagery is still performed visually and in a qualitative manner. A practicing physician, such as a radiologist seeking to quantitatively analyze volumetric information—for example, to determine a tumor size, quantify its volumetric change from the previous imaging session, measure plaque volume, objectively assess airway reactivity to allergens throughout the lungs, etc.—would largely be able only to manually outline regions of interest in a number of two-dimensional images. Some single-purpose tools have been developed for the quantitative analysis of medical images, their usefulness is limited. The use of these tools is often tedious and time consuming and requires an excessive amount of user interaction. They frequently fail in the presence of disease. Therefore, they are typically unsuitable for routine employment in the clinical care setting. Since volumetric and/or dynamic medical images frequently cannot be reliably analyzed quantitatively using today’s tools, a significant and possibly critical portion of the image information cannot be used for clinical diagnostic purposes.

3-D Medical Image Segmentation

It is a standard practice to analyze 3-D medical images as sequences of 2-D image slices forming the 3-D data. There are many essential problems associated with this approach. The most fundamental ones stem from the lack of contextual slice-to-slice information when analyzing sequences of adjacent 2-D images. Performing the segmentation directly in the 3-D space tends to bring more consistent segmentation results, yielding object surfaces instead of sets of individual contours. 3-D image segmentation techniques—for example, techniques known by the terms region growing, level sets, fuzzy connectivity, snakes, balloons, active shape and active appearance models—are known. None of them, however, offers a segmentation solution that achieves optimal results. The desire for optimal segmentation of an organ or a region of pathology, for example, is critical in medical image segmentation.

Reliable tools for automated image segmentation are a necessary prerequisite to quantitative medical image analyses. Medical image segmentation is frequently divided into two stages—localization of the object of interest (to distinguish the object from other objects in the image), and accurate delineation of the object’s borders or surfaces. Almost universally known, segmentation methods that perform well on the task of robust object localization usually do not perform well with respect to the accurate border/surface delineation, and vice versa.

One embodiment of the present invention is directed to a new optimal image segmentation methods that allow the identification of single surfaces as well as simultaneously allowing the identification of multiple interacting surfaces in 3-D and 4-D medical image datasets. Embodiments in accordance with the present invention using the graph-based approaches to segmentation provide the ability to determine the object boundaries in an optimal fashion, i.e., optimal with respect to a task-specific objective function. Consequently, robust object localization techniques may be used to identify the object of interest in the image data followed by graph construction and optimal graph-search segmentation. The proposed n-D graph search segmentation methods are preferable for the stage-2 task of such a two-stage process.

Segmentation Optimality in 3-D and 4-D

While many of the image segmentation methods may be able to provide a locally optimal solution, they may not be able to provide a globally optimal solution. Such methods either cannot address the globally optimal criterion at all, or compute only an approximate solution that could be arbitrarily far away from the global optimum. Furthermore, most of the known 3-D segmentation techniques used today are region based—examples include region growing, fuzzy connectivity, and watershed techniques, as would be understood by those with skill in the art. These techniques are frequently iterative and their operation is based on a sequence of locally optimal steps, with no guarantee of achieving global optimality once they converge to a solution. Results of region-based methods are frequently locally incorrect, and the performance of these methods often suffers from the problem of “leaking” into surrounding regions.

The second family of 3-D image segmentation techniques consists of edge-based (boundary-based) methods. Examples include active shape models, snakes and their 3-D extensions, and level sets. All these methods converge to some local optimum and globally optimal solution cannot be guaranteed. As a result, the use of known segmentation methods largely cannot be consistently automated in that they require substantial human supervision and interaction.

While combinations of edge-based and region-based approaches Active Appearance Models ("AAM") are known and are quite powerful, as with other approaches, the optimization process frequently ends in a local optimum. Additionally, the AAM approach requires that point correspondence be established among the individual instances of the object samples used for training.

Objective Functions

In many segmentation methods, the segmentation behavior is controlled by the objective function that is employed. It is the goal of the segmentation process typically to optimize—
that is minimize—the objective function. The objective functions are almost always task specific. Incorporating a priori knowledge reflecting the segmentation goal is a norm. In many cases, the objective function is specified by the human designer. Methods for automated design of objective functions are beginning to appear. In the latter case, the form of the objective function is decided upfront and the objective function parameters are set via machine learning processes. While an infinite number of task specific objective functions can be designed, there is a small number of objective (cost) function forms that are considered sufficiently general so that task-specific cost functions can be derived from them by parameter setup.

An objective function that follows what is known as the Gibbs model mainly reflects the object edge properties. It is frequently used in deformable models and graph searching methods. The terms reflect image data properties like gray level, local texture, edge information, etc., (sometimes called external energy) as well as the resulting border/surface shape or smoothness requirements and hard constraints (internal energy constraints). A region-based objective function has been proposed by Chan and Vese that is based on region statistics and can yield segmentation in cases when no edges are present on object boundaries. Their objective function is a piecewise constant generalization of the Mumford-Shah functional. A different approach was proposed by Yezzi et al. Their binary model is designed to segment images consisting of two distinct but constant intensity regions and thus attempts to maximize the distance between the average gray levels of the objects and the background. A binary variance model was proposed based on image variances. The extension of these objective functions to 3-D was presented.

Previous Graph-Based Approaches to Image Segmentation

Graph-based approaches have been playing an important role in image segmentation in the past years. The common theme of these approaches is the formation of a weighted graph in which each vertex is associated with an image pixel and each graph edge has a weight relative to the corresponding pixels of that edge to belong to the same object. The resulting graph is partitioned into components in a way that optimizes some specified criteria of the segmentation.

First, a Minimum Spanning Tree ("MST") of the associated graph is used. Recently, Felzenszwalb and Huttenlocher developed an MST-based technique that adaptively adjusts the segmentation criterion based on the degree of variability in the neighboring regions of the image. Their method attains certain global properties, while making local decisions using the minimum weight edge between two regions in order to measure the difference between them. This approach may be more robust in order to deal with outliers by using a quantile rather than the minimum edge weight. This solution, however, makes the segmentation problem Non-deterministic Polynomial-time hard (NP-hard).

Many 2-D medical image segmentation methods are based on graph searching or use dynamic programming to determine an optimal path through a 2-D graph. Attempts extending these methods to 3-D and making 3-D graph searching practical in medical imaging are known. An approach using standard graph searching principles has been applied to a transformed graph in which standard graph searching for a path was used to define a surface. While the method provided surface optimality, it was at the cost of enormous computational requirements. A heuristic sub-optimal approach to surface detection that was computationally feasible was also developed.

A third class of graph-based segmentation methods is known. It employs minimum graph cut techniques, in which the cut criterion is designed to minimize the similarity between pixels that are to be partitioned. Wu and Leahy were the first to introduce such a cut criterion, but the approach was biased towards finding small components. The bias was addressed later by ratio regions, minimum ratio cycles, and ratio cuts. However, all these techniques are applicable only to 2-D settings. Shi and Malik developed a novel normalized cut criterion for image segmentation, which takes into account the self-similarity of the regions and captures non-local properties of the image. Recently, Weiss showed that Shi and Malik’s eigen vector-based approximation is related to the more standard spectral partitioning methods on graphs. However, all such approaches are computationally too expensive for many practical applications. Ishikawa and Geiger formulated an image segmentation problem as a class of Markov Random Field ("MRF") models. Yet, this method applies only if the pixel labels are one-dimensional and their energies are not discontinuity preserving.

An energy minimization framework using minimum s-t cuts was established by Boykov et al. and Kolmogorov et al. They considered non-convex smooth priors and developed efficient heuristic algorithms for minimizing the energy functions. Several medical image segmentation techniques based on this framework were developed by Boykov et al. and Kim et al. The cost function employed in their work follows the "Gibbs model" given by: \( e(f) = \epsilon_{\text{smooth}}(f) + \epsilon_{\text{interaction}}(f) \). For certain forms of smooth priors, Kolmogorov et al. applied minimum s-t cuts to minimize \( e(f) \).

Recently, Boykov developed an interactive segmentation algorithm for n-D images based on minimum s-t cuts, which is further improved. The cost function used is general enough to include both the region and boundary properties of the objects. While the approach by Boykov is flexible and shares some similarities with the level set methods, it needs the selection of object and background seed points that is difficult to achieve for many applications. Additionally, without taking advantage of the prior shape knowledge of the objects to be segmented, the results are topology-unconstrained and may be sensitive to initial seed point selections.

Segmentation of Mutually Interacting Surfaces

In medical imaging, many surfaces that need to be identified appear in mutual interactions. These surfaces are "coupled" in a way that their topology and relative positions are usually known already (at least in a general sense), and the distances between them are within some specific range. Incorporating these surface-intersections into the segmentation can further improve accuracy and robustness, especially when insufficient image-derived information is available for defining some object boundaries or surfaces. Such insufficiency can be remedied by using clues from other related boundaries or surfaces. Simultaneous optimal detection of multiple coupled surfaces that yields superior results compared to the traditional single-surface detection approaches. Simultaneous segmentation of coupled surfaces in volumetric medical images is an under explored topic, especially when more than two surfaces are involved.

Several methods for detecting coupled surfaces have been proposed in recent years. None of them, however, guarantees a globally optimal solution. The Active Shape Model ("ASM") and Active Appearance Models ("AAM") implicitly take into account the geometric relations between surfaces due to the statistical shape constraints. The frequently used iterative gradient descent methods may end at a local optimum. The method is essentially 2-D and needs a precise manual initialization. Other methods are based on coupled parametric deformable models with self-intersection avoidance, which requires a complex objective function and is
computationally expensive. Still other methods utilize level-set formulations that can take advantage of efficient time-implicit numerical schemes. They are, unfortunately, not topology-preserving. Further, the local boundary-based formulation can be trapped in a local minimum that is arbitrarily far away from the global optimum. While the introduction of a weighted balloon-force term may alleviate this difficulty, it exposes the model to a “leaking” problem. Finally, the feasibility of extending these methods to handling more than two surfaces is unverified.

SUMMARY OF THE INVENTION

A method for surface detection of a structure using a cost functional is provided. The method comprises the steps of building a graph having multiple spatial positions, followed by transforming the graph. Then, a non-empty minimum-cost closed set for the graph is determined and an upper envelope of the non-empty minimum-cost closed set is resolved. The upper envelope can then be utilized to detect the surface of a structure.

In yet another embodiment of the present invention, building a graph step includes assigning a node to each of the spatial positions within the graph in x, y and z directions, wherein the assigning a node to each of the spatial positions creates columns of nodes.

In yet another embodiment of the present invention, building a graph step includes assigning a cost value to each of the nodes utilizing a piecewise-constant cost functional and to determine a cost path value from a cost path between adjacent nodes of the each of the nodes within the graph.

In yet another embodiment of the present invention, assigning a cost value to each of the nodes step includes optimizing a piecewise-constant Mumford-Shah cost functional.

In yet another embodiment of the present invention, assigning a cost value to each of the nodes includes optimizing a piecewise-constant Chan-Vese cost functional.

In yet another embodiment of the present invention, the piecewise-constant cost functional for a structure having a structure surface is optimized by estimating a mean intensity in an interior and an exterior of the structure surface and computing a cost for each of the nodes.

In yet another embodiment of the present invention, estimating a mean intensity includes distinguishing the interior and the exterior of the structure surface.

In yet another embodiment of the present invention, the interior of the structure surface is characterized by each of the nodes being located on or below the structure surface.

In yet another embodiment of the present invention, the exterior of the structure surface is characterized by each of the nodes being located above the structure surface.

In yet another embodiment of the present invention, the estimating a mean intensity includes defining an interior cone having at least one feasible surface and an exterior cone having at least one feasible surface for each of the nodes.

In yet another embodiment of the present invention, the interior cone of each of the nodes is a subset of nodes in the interior of any of the feasible surfaces passing each of the nodes.

In yet another embodiment of the present invention, the exterior cone of each of the nodes is a subset of nodes in the exterior of any of the feasible surfaces passing each of the nodes.

In yet another embodiment of the present invention, the estimating a mean intensity includes computing a mean intensity of the interior cone of each of the nodes.

In yet another embodiment of the present invention, the estimating a mean intensity includes computing a mean intensity of the exterior cone of each of the nodes.

In yet another embodiment of the present invention, the computing the cost value of each of the nodes includes computing a sum of an inside variance and an outside variance of a column of each of the nodes.

In yet another embodiment of the present invention, the inside variances of the column of a first node is a total sum of the squared differences between an intensity of each of the nodes on or below the first of the each of the nodes on the column and the mean intensity of the interior cone of the first of the each of the nodes.

In yet another embodiment of the present invention, the outside variances of the column of a first node is the total sum of the squared differences between the intensity of each node above the first node on the column and the mean intensity of the interior cone of the first node.

In yet another embodiment of the present invention, the building a graph step includes constructing edges of the graph with reference to columns by connecting the each of the nodes to the each of the nodes that are positioned bottommost and neighboring to the each of the nodes in an adjacent one of the columns and building vertical edges along each of the columns pointing downwards.

In yet another embodiment of the present invention, the transforming the graph step includes subtracting a cost path valued of each of the nodes by the adjacent beneath node cost value in the same column.

In yet another embodiment of the present invention, the transforming the graph step includes not changing the bottom-most nodes cost value and wherein the sum of the bottom-most nodes equals a value for the bottom-most nodes sum.

In yet another embodiment of the present invention, the transforming the graph step includes, if the value of the bottom-most nodes value is greater than or equal to zero, selecting any one or more of the bottom-most nodes and subtracting the cost of the selected bottom-most node(s) by any value greater than the bottom-most nodes sum.

In yet another embodiment of the present invention, the non-empty minimum-cost closed set is a subset of the graph nodes wherein no edge from any of each of the nodes in the subset connects to a node outside the subset and wherein the total cost value of the nodes in the closed set is less than or equal to the cost value of all other closed sets within the graph.

In yet another embodiment of the present invention, determining a non-empty minimum-cost closed set includes adding a start node and a terminal node to the graph including a plurality of nodes and building an edge-weighted directed graph. Then, a minimum s-t cut algorithm is applied and the method also determines which of the each of the nodes within the plurality of nodes is reachable by the start node.

In yet another embodiment of the present invention, resolving an upper envelope of the non-empty minimum-cost closed set includes computing each of the nodes corresponding to the topmost nodes along the n-th dimension in the non-empty minimum-cost closed set to form each of the computed nodes.

In yet another embodiment of the present invention, the computed nodes form the optimal surfaces.

A method for simultaneous detection of multiple interacting surfaces of a target object having a skeleton and having at least one 2-D image slice is provided. The method comprises the steps of building a weighted directed graph for each surface of the target object in an n-D geometric graph, deter-
mining an optimal closed set and then resolving an upper envelope of the non-empty minimum-cost closed set.

In yet another embodiment of the present invention, the target object is tubular and is unfolded along its skeleton.

In yet another embodiment of the present invention, the tubular target object is unfolded by performing a polar re-sampling in each of the 2-D image slices to form a re-sampled 2-D geometric space and embedding the re-sampled 2-D geometric space into a 3-D grid.

In yet another embodiment of the present invention, the building a weighted directed graph step for each surface of the target object includes assigning each of the nodes within the n-D geometric graph to an individual voxel in an n-D input image.

In yet another embodiment of the present invention, the building a graph step includes assigning a cost value to each of the nodes and determining the cost value from the n-D input image.

In yet another embodiment of the present invention, the building a weighted directed graph step includes constructing edges of the graph by connecting each of the nodes to each of the nodes positioned bottommost and neighboring to the node in an adjacent column and building vertical edges along each column.

In yet another embodiment of the present invention, the building a weighted directed graph step includes transforming the weighted directed graph.

In yet another embodiment of the present invention, the transforming the weighted directed graph step includes subtracting a target nodes cost value by the cost of each of the adjacent beneath nodes cost value.

In yet another embodiment of the present invention, transforming a weighted directed graph step includes, if the sum of the bottom-most nodes cost value is greater than or equal to zero, selecting any one or more of the bottom-most nodes and subtracting the cost value of the selected bottom-most node by any value greater than the sum.

In yet another embodiment of the present invention, the determining an optimal closed set includes computing a minimum-cost closed set of the graph by transforming a node-weighted directed graph into an edge-weighted directed graph. This is preferably accomplished by adding a start node having multiple connecting edges to each node that has a negative cost value to the weighted directed graph and calculating a terminal node having multiple connecting edges to each node that has a non-negative cost to the weighted directed graph.

In yet another embodiment of the present invention, each connecting edge of the multiple connecting edges is assigned a capacity that is equal to an absolute value of each of the nodes cost values to which each connecting edge is connected.

In yet another embodiment of the present invention, the determining a minimum-cost closed set step includes computing a maximum flow from the start node to the terminal node.

In yet another embodiment of the present invention, the resolving an upper envelope of the minimum-cost closed set step includes computing the voxels corresponding to the topmost nodes along the n-th dimension in the minimum-cost closed set.

A method for simultaneous detection of multiple interacting surfaces of a target object having a skeleton and having at least one 2-D image slice is provided. The method comprises the steps of building a node-weighted directed graph containing a grid of voxels including a plurality of bottommost voxels and a plurality of topmost voxels, determining an optimal closed set and resolving an upper envelope of a non-empty minimum-cost closed set.

In yet another embodiment of the present invention, the target object is tubular and is unfolded along the skeleton of the target object.

In yet another embodiment of the present invention, the tubular target object is unfolded by performing a polar re-sampling in each of the 2-D image slices of the target object to form an n-D input image and embedding each re-sampled of the each 2-D image slices into a 3-D grid to form an n-D geometric graph of an n-D input image.

In yet another embodiment of the present invention, the building a node-weighted directed graph step is repeated for each of the multiple interacting surfaces of the target object and further includes a step of assigning a node within the n-D geometric graph to each of the voxels in the n-D input image.

In yet another embodiment of the present invention, the building a node-weighted directed graph step includes assigning a cost value to each of the nodes and determining the cost value from the n-D input image.

In yet another embodiment of the present invention, the building a node-weighted directed graph step includes constructing edges between graph nodes to enforce geometric constraints to the sought (hyper)surfaces.

In yet another embodiment of the present invention, the geometric constraints include smoothness constraints and spatial separation constraints.

In yet another embodiment of the present invention, the smoothness constraints are constraining the smoothness of each sought (hyper)surface.

In yet another embodiment of the present invention, the spatial separation constraints confine the relative positioning and distance range between the sought (hyper)surfaces. In yet another embodiment of the present invention, the edges that enforce smoothness constraints are constructed between nodes in adjacent columns, or between nodes within each column.

In yet another embodiment of the present invention, the edges that enforce spatial separation constraints are constructed between the nodes in different n-D subgraphs that correspond to the sought (hyper)surfaces.

In yet another embodiment of the present invention, the spatial separation constraints are specified using a minimum surface distance and a maximum surface distance.

In yet another embodiment of the present invention, the minimum surface distance is defined by two adjacent desired surfaces and the maximum surface distance is defined by two adjacent desired surfaces.

In yet another embodiment of the present invention, enforcing the spatial separation constraints is defined in that if the sub-graph G1 (resp., G2) is used to search for a surface S1 (resp., S2) and surface S1 is above S2, then G2 is an upstream subgraph of G1, and G1 is a downstream subgraph of G2.

In yet another embodiment of the present invention, enforcing the spatial separation constraints includes for each of the nodes in a subgraph, introducing a directed edge from each of the nodes to a second node on the corresponding column of the upstream subgraph, wherein the position distance between each of the nodes and the second node equals the minimum surface distance.

In yet another embodiment of the present invention, enforcing the spatial separation constraints includes for each of the nodes in a subgraph, introducing a directed edge from each of the nodes to a second node on the corresponding column of the downstream subgraph, wherein the position distance between each of the nodes and the second node equals the maximum surface distance.
In another embodiment of the present invention, the building a node-weighted directed graph step includes transforming the node weighted directed graph.

In yet another embodiment of the present invention, the transforming the node weighted directed graph step includes subtracting the cost value of each of the nodes by each of the adjacent beneath cost value in order to determine a cost value sum.

In yet another embodiment of the present invention, the transforming the node weighted directed graph step includes determining the cost value sum of the series of bottommost nodes which is equal to a bottom-most sum.

In yet another embodiment of the present invention, the transforming the node weighted directed graph step includes, if the bottom-most sum of the bottom-most nodes cost value is greater than or equal to zero, selecting any one or more of the bottom-most nodes having the cost of the selected bottom-most node by any value greater than the sum.

In yet another embodiment of the present invention, the determining an optimal closed set step includes assigning each of the nodes in the node-weighted directed graph a cost value associated with each of the nodes to provide a node cost value.

In yet another embodiment of the present invention, the determining of an optimal closed set includes computing a non-empty minimum-cost closed set of the graph by transforming a node-weighted directed graph into an edge-weighted directed graph includes the steps of adding a start node having multiple connecting edges to each node that has a negative node cost value to the graph and calculating a terminal node having multiple connecting edges to each node that has a non-negative node cost value to the graph.

In yet another embodiment of the present invention, each connecting edge of the multiple connecting edges is assigned a capacity that is equal to an absolute value of the cost value sum that each connecting edge is connected.

In yet another embodiment of the present invention, the determining a minimum-cost closed set step includes computing a maximum flow from the start node to the terminal node.

In yet another embodiment of the present invention, the resolving an upper envelope of the minimum-cost closed set step includes computing the voxels corresponding to the topmost nodes along the n-th dimension in the minimum-cost closed set.

In yet another embodiment of the present invention, the computed voxels form the sought optimal surfaces.

A method for simultaneous detection of multiple interacting surfaces of a tubular target object having a skeleton is provided. The method comprises the steps of unfolding the target object along the skeleton, building a node-weighted directed graph containing a grid of voxels including a series of bottommost voxels and a series of topmost voxels, determining an optimal closed set and resolving an upper envelope of a non-empty minimum-cost closed set.

A method for the simultaneous detection of multiple interacting surfaces of a target object in n-D images, wherein the target object has edge and regional information, and further where n is 3 or more, is provided. The method comprises the steps of pre-segmenting the target object, generating a mesh for each pre-segmented surface, optimizing the mesh and simultaneously segmenting multiple interacting surfaces of the target object.

In yet another embodiment of the present invention, the pre-segmenting the target object step includes applying an algorithm based on one of the following types: level set, thresholding, region growing, fuzzy connectivity, watershed or graph cut.

In yet another embodiment of the present invention, the pre-segmentation of the target object step includes using edge and regional information of the target object to evolve a surface toward a boundary of the target object.

In yet another embodiment of the present invention, the pre-segmentation the target object step yields a zero level set surface of an n-dimensional function embedded in a volumetric digital grid.

In yet another embodiment of the present invention, the generating a mesh step includes applying an isosurfacing algorithm.

In yet another embodiment of the present invention, the optimizing the mesh step includes removing isolated and redundant triangles.

In yet another embodiment of the present invention, the generating a mesh step includes initializing a graph in a narrow band around pre-segmented target object surfaces.

In yet another embodiment of the present invention, including co-segmenting the multiple interacting surfaces of the target object step by applying a multi-surfaces graph search algorithm.

A method for the simultaneous detection of one or more of a multiple interacting surfaces of a target object having edge and regional information in n-D is provided. The method comprises the steps of pre-segmenting the target object, generating a mesh, optimizing the mesh and co-segmenting the multiple interacting surfaces of the target object.

In yet another embodiment of the present invention, the target object is a closed surface.

In yet another embodiment of the present invention, the target object is a complex-shaped surface.

In yet another embodiment of the present invention, the complex-shaped surface is a medical image having at least three dimensions.

In yet another embodiment of the present invention, the co-segmenting the multiple interacting surfaces of the target object step includes applying a multi-surface graph search algorithm.

In yet another embodiment of the present invention, pre-segmenting the target object step includes incorporating a priori knowledge.

In yet another embodiment of the present invention, incorporating a priori knowledge includes incorporating local features that specify the local connections of a possible surface voxel with its neighboring surface voxels.

In yet another embodiment of the present invention, incorporating a priori knowledge includes utilizing shape priors of the target object.

A method for the simultaneous detection of multiple interacting surfaces of a target object in n-D, comprising co-segmenting the multiple interacting surfaces of the target object.

In yet another embodiment of the present invention, a method for the simultaneous detection of multiple interacting surfaces is provided, further including the step of pre-segmenting the target object.

In yet another embodiment of the present invention, a method for the simultaneous detection of multiple interacting surfaces is provided, further including the step of generating a mesh.

In yet another embodiment of the present invention, a method for the simultaneous detection of multiple interacting surfaces is provided, further including the step of optimizing the mesh.
A method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D, comprising pre-segmenting the target object.

In yet another embodiment of the present invention, a method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D is provided, further including the step of generating a mesh.

In yet another embodiment of the present invention, a method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D is provided, further including the step of segmenting the one or more interacting surfaces of the target object.

In yet another embodiment of the present invention, a method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D is provided, where the pre-segmenting the target object step includes the step of incorporating a priori knowledge.

In yet another embodiment of the present invention, a method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D is provided, where the incorporating a priori knowledge step includes incorporating local features that specify the local connections of a possible surface voxel with its neighboring surface voxels.

In yet another embodiment of the present invention, a method for the simultaneous detection of one or more interacting surfaces of a closed surface target object in n-D is provided, where the incorporating a priori knowledge includes utilizing shape priors of the target object.

A method for approximately optimizing a piecewise-constant Mumford-Shah functional for a target having a target surface is provided. The method comprises the steps of estimating a mean intensity in an interior and an exterior of the target surface and computing a cost for each voxel.

In yet another embodiment of the present invention, estimating a mean intensity includes distinguishing the interior and the exterior of the target surface.

In yet another embodiment of the present invention, the interior of the target surface is all voxels on or below the target surface.

In yet another embodiment of the present invention, the exterior of the target surface is all voxels above the target surface.

In yet another embodiment of the present invention, estimating the mean intensity includes defining an interior cone and an exterior cone for each voxel.

In yet another embodiment of the present invention, the interior cone of a first voxel is a subset of voxels in the interior of any feasible surface passing the first voxel.

In yet another embodiment of the present invention, the exterior cone of a second voxel is a subset of voxels in the exterior of any feasible surface passing the second voxel.

In yet another embodiment of the present invention, estimating a mean intensity includes computing a mean intensity of the interior cone of each voxel.

In yet another embodiment of the present invention, estimating a mean intensity includes computing a mean intensity of the exterior cone of each voxel.

In yet another embodiment of the present invention, computing the cost of each voxel includes calculating the sum of an inside variance and an outside variance of the column of each voxel.

In yet another embodiment of the present invention, the inside variances of the column of a first voxel is the total sum of the squared differences between the intensity of each voxel on or below the first voxel on the column and the mean intensity of the interior cone of the first voxel.

In yet another embodiment of the present invention, the outside variances of the column of a first voxel is the total sum of the squared differences between the intensity of each voxel above the first voxel on the column and the mean intensity of the interior cone of the first voxel.

A method for simultaneous detection of multiple terrain-like surfaces of a target object is provided. The method comprises the steps of building a weighted directed graph for each surface of the target object in an n-D geometric graph, determining an optimal closed set and resolving an upper envelope of the non-empty minimum-cost closed set.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the building a weighted directed graph step for each surface of the target object includes assigning each of the nodes within the n-D geometric graph to an individual voxel in an n-D input image.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the building a graph step includes assigning a cost value to each of the nodes and determining the cost value from the n-D input image.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the building a weighted directed graph step includes constructing edges of the graph by connecting each of the nodes to each of the nodes positioned bottommost and neighboring to the node in an adjacent column and building vertical edges along each column.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the building a weighted directed graph step includes transforming the weighted directed graph.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the transforming the weighted directed graph step includes subtracting a target nodes cost value by the cost of each of the adjacent beneath nodes cost value.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the transforming a weighted directed graph step includes, if the sum of the bottom-most nodes cost value is greater than or equal to zero, selecting any one or more of the bottom-most nodes and subtracting the cost value of the selected bottom-most node by any value greater than the sum.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the determining an optimal closed set includes computing a minimum-cost closed set of the graph by transforming a node-weighted directed graph into an edge-weighted directed graph, including adding a start node having multiple connecting edges to each node that has a negative cost value to the weighted directed graph and calculating a terminal node having multiple connecting edges to each node that has a non-negative cost to the weighted directed graph.
In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where each of the connecting edges of the multiple connecting edges is assigned a capacity that is equal to an absolute value of each of the nodes cost values to which each connecting edge is connected.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the determining a non-empty minimum-cost closed set step includes computing a maximum flow from the start node to the terminal node.

In accordance with yet another embodiment of the present invention, a method for simultaneous detection of multiple terrain-like surfaces of a target object is provided, where the resolving a upper envelope of the minimum-cost closed set includes computing the voxels corresponding to the topmost nodes along the n-th dimension in the minimum-cost closed set.

A system for simultaneous detection of multiple interacting surfaces of a target object is provided. The system preferably includes an image acquisition device for receiving target object data and converting the target object data into a machine readable format. The system also preferably includes a computer having software able to receive the machine readable format of the scanned target object, wherein the software builds a weighted directed graph for each surface of the target object, determines an optimal non-empty minimum-cost closed set, determines an upper envelope of the non-empty minimum-cost closed set, and where the upper envelope is utilized in order to detect multiple interacting surfaces of a target object.

In accordance with yet another embodiment of the present invention, a system or simultaneous detection of multiple interacting surfaces of a target object is provided and preferably includes an image display device for displaying the target object as a volumetric image.

A method for multi-object image analysis is provided. The method comprises the steps of representing n-dimensional image data as an n-dimensional structure, calculating a cost functional related to the n-dimensional structure, specifying the smoothness constraints of boundary surfaces of the n-dimensional structure, and segmenting the n-dimensional image data in multiple objects using the cost functional of the calculating step and the smoothness constraints of the specifying step.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmentation step further comprises the step of defining properties of the multiple objects quantitatively.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein n-dimensional image data represents an optical coherence tomography (OCT) image.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein n-dimensional image data represents an ultrasound image.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the calculating step further comprises the step of determining the cost functional as a combination of at least one of the following cost terms: one or more regional cost term(s), one or more edge-based cost term(s), and one or more shape-based cost term(s) reflecting shape of one or more layered structures.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the one or more regional cost term(s) represent regional properties of the multiple objects.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the determining step further comprises the step of augmenting the cost terms by a combination of at least one of the following: features resulting from formal feature selection features identified from training the method of the calculating step and the specifying step on a set of training examples, features identified by optimizing a metric, expert-designed features, optimally-derived inter-class variance features, features derived from other imaging modalities and other features directly or indirectly related to the segmented objects, including characteristics of the context in which the object(s) were imaged, for example patient characteristics for medical applications.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the determining step further comprises the step of optimizing a segmentation performance metric wherein the metric consists of a combination of at least one of the following: comparison of the segmentation to that of human experts, comparison of the segmentation to segmentations obtained using other imaging modalities, and other measurements directly or indirectly related to the segmented objects such as comparison to one or more measurements of the context in which the object(s) were imaged.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmenting step is performed in an optimal fashion with respect to the cost functional.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmenting step is performed using a graph-search approach.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmenting step is performed via identification of individual layered surfaces.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmenting step is performed simultaneously for at least two individual layered surfaces.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the segmenting step is performed using an optimal multi-object graph-search approach.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the defining step is a combination of at least one of the following: morphologic characteristics, textural characteristics, and functional characteristics.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the characteristics represent properties of the entire layered surface or layered structure, or a portion or portions thereof.
In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the quantitatively defined properties of multiple objects is exported as a report and stored on any storage media including paper, computer disk, and may further be transmitted.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the quantitatively defined properties of multiple objects is visualized in a form corresponding to the representation of the segmented layers of the original n-dimensional image.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the optimally-derived inter-class variance features include an optimal target object that minimizes the inter-class variance.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the optimal target object is a region enclosed by at least one smooth z-monotone surface. A Z-monotone surface is defined as a surface for which intersection with any line parallel to the z-axis is either exactly one point or empty, and any two coupled surfaces satisfy the separation constraints. The separation constraint is defined as a range of allowed distances between two surfaces.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein at least one smooth z-monotone surface satisfies at least one of the following: surface intersection with any line parallel to z-axis is either exactly one point or empty, and any two coupled surfaces satisfy the separation constraints.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein at least one smooth z-monotone surface is a surface satisfying a smoothness constraint.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the optimal target object that minimizes the inter-class variance is a target object maximizing a metric.

In yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the computing step includes the step of processing all hull vertices and edges.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the computing step includes the step of performing shape probing using a probing oracle.

In accordance with yet another embodiment of the present invention, a method for multi-object image analysis is provided wherein the computing step includes the step of computing the convex hull of a set of unknown points for the target object maximizing the metric.

BRIEF DESCRIPTION OF THE DRAWINGS
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FIG. 1 shows scanned images that depict the Active Appearance Model matching process according to the present invention;

FIG. 2 shows examples of level set segmentation according to the present invention;

FIG. 3 shows the effect of intra-surface smoothness constraints according to the present invention;

FIG. 4 shows the effect of surface separation constraints according to the present invention;

FIG. 5 shows a comparison of single surface detection versus coupled surface detection according to the present invention;

FIG. 6 shows segmentation examples using the minimum-variance cost function according to the present invention;

FIG. 7 shows execution time comparisons of single surface detection versus multiple surface detection according to the present invention;

FIG. 8 shows a comparison of various methods of inner airway wall segmentation according to the present invention;

FIG. 9 shows a comparison of observer-defined and computer-segmented inner and outer airway wall surfaces according to the present invention;

FIG. 10 shows three-dimensional magnetic resonance arterial wall segmentation and three-dimensional magnetic resonance ankle cartilage segmentation according to the present invention;

FIG. 11 shows a two-dimensional example of a minimum cost graph-search detection algorithm according to the present invention;

FIG. 12 shows various examples of optimal surface detection models according to the present invention;

FIG. 13 shows modeling examples for the simultaneous detection of two surfaces according to the present invention;
FIG. 14 shows pre-segmentation and generating of a triangulated mesh according to the present invention;
FIG. 15 shows the macular scanning protocol according to the present invention;
FIG. 16 shows macular OCT images of intraretinal surfaces and a layered structure of individual layers according to the present invention;
FIG. 17 shows schematic cost of two surfaces for the multiple surface segmentation problem according to the present invention;
FIG. 18 shows the assignment of in-region costs to vertices to produce the desired overall cost according to the present invention;
FIG. 19 shows a base graph illustrating neighborhood relationships according to the present invention;
FIG. 20 shows a plot of membership functions and corresponding cost values according to the present invention;
FIG. 21 shows the result of a 2-D scan from a 3-D image according to the present invention;
FIG. 22 shows a region enclosed by two coupled terrain-like surfaces according to the present invention;
FIG. 23 shows the proof of Lemma 1 according to the present invention;
FIG. 24 shows the construction of a convex hull using the shape probing technique according to the present invention;
FIG. 25 shows the proof of Lemma 2 according to the present invention;
FIG. 26 shows computer phantoms and segmentation results according to the present invention; and
FIG. 27 shows segmented inner and outer walls of human pulmonary airways imaged with multi-detector CT according to the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention is directed to a number of imaging applications. Application examples include segmentation of single surfaces, e.g., segmentation of the diaphragm from volumetric CT images, or a 4-D extension of identifying diaphragm motion over time; segmentation of vessel wall layers in 3-D image data, e.g., from intravascular ultrasound or magnetic resonance and its 4-D extension of detecting the vessel wall surfaces over an entire cardiac cycle; segmentation of airway walls in individual airway tree segments from volumetric CT images, its topology-changing extension to identify surfaces of complete trees; tracking of such surfaces over time during the breathing cycle or—for vascular trees—over the cardiac cycle; segmentation of liver or kidney surfaces, tumor surfaces, as well as surfaces of bones, joints, or associated cartilages; surfaces separating cerebro-spinal fluid, gray matter and white matter in the brain, or possibly surfaces of deep anatomical structures in the brain, and even ocular disease including glaucoma, diabetic macular edema and optic neuopathy.

It is to be appreciated that imaging for use in embodiments of the present invention can be achieved utilizing traditional scanners or any other image acquisition technique as would be appreciated by those having ordinary skill in the art.

It is to be understood that while the present invention is described with particularity with respect to medical imaging, the principles set forth in detail herein can be applied to other imaging applications. For example, other areas of application include geological, satellite imaging, entertainment, image-guided therapy/surgery and other applications as would be appreciated by those skilled in the art. Similarly, the principles can be applied to any n-D data sets containing non-image information. For the purposes of this application, an image is any scalar or vector function on n-dimensional coordinates, in which function values are representing some measurable property or a set of measurable properties associated with the said coordinates.

I. Graph Search Applications with Objective Functions Incorporating “On-Surface” Costs

A. Optimal 2-D Border

1. Optimal Border Detection in Intravascular Ultrasound
In accordance with one embodiment of the present invention, accurate geometric representations of coronary arteries in vivo are generated from fusion of biplane angiography and IVUS with subsequent morphologic and hemodynamic analyses in 3-D and 4-D. One method in accordance with the present invention for segmenting the IVUS frames for a 4-D fusion study combines the optimal graph search approach with a cost function based on a feature set composed of image data terms (e.g., edge detectors and intensity patterns), physics-based terms (e.g., ultrasound Rayleigh distribution), and terms from expert-traced examples. A scoring system is employed to evaluate these three feature classes in each image to be analyzed, and the borders are found using a multi-resolution approach that mimics human vision. When employing this IVUS segmentation system in a fully automated mode, a success rate of 68% is achieved, with mean border positioning errors of 0.13±0.08 mm. The lack of 3-D (and 4-D) context and the fact that the individual borders are identified sequentially and not simultaneously adversely affect the method’s performance.

2. Automated Design of Segmentation Criteria from Examples
When applying a general image segmentation method to a specific segmentation problem, a complete or partial redesign of the segmentation algorithm is usually performed to cope with different properties of borders that need to be identified. To avoid repeating this time-consuming step for which an image analysis expert is needed, an embodiment of the present invention utilizes a method for automated design of border detection criteria from examples. All information necessary to perform image segmentation is automatically derived from a training set that is presented in a form of expert-identified segmentation examples. The training set is used to construct two models representing the objects—Shape Model and Border Appearance Model. The designed objective function was employed in an optimal graph-search based border detection method that was tested in five different segmentation tasks—489 objects were segmented. The final segmentation was compared to manually defined borders with good results [rms errors in pixels: 1.2 (cerebellum), 1.1 (corpus callosum), 1.5 (vertebrae), 1.4 (epicardial) and 1.6 (endocardial) borders].

3. MR Segmentation of Arterial Wall and Plaque
In accordance with another embodiment of the present invention, methods a semi-automated approach was developed for segmenting lumen-intima border, internal elastic lamina (IEL—border between intima+plaque and media), and external elastic lamina (EEL—border between media and adventitia) in MR images of disused arterial specimens. Two-dimensional graph-search based optimal border detection was used to segment image slices. Due to limited in-slice resolution and the partial volume effect, and due to the lack of 3-D context when employing the 2-D sequential border detection method, the automated detection of arterial wall layers was locally failing and required interactive identification of boundary points through which the automated borders must
pass. The performance of the border detection method was tested in 62 T1-weighted MR images acquired from six human femoral specimens (1.2 mm thick slices, 0.3 mm/pixel). The border detection method in accordance with an embodiment of the present invention successfully determined lumen, IEL, and EEL borders in all 62 MR images, after 2.4 manually identified points were provided for each image slice. Then, the mean absolute border positioning errors for the lumen, IEL, and EEL borders were 1.0±0.2 pixel (0.3±0.1 mm). The same data shows the feasibility of a fully automated 3-D (not slice-by-slice) segmentation of arterial wall layers in MR images.

FIG. 1 shows the use of an AAM matching process in accordance with an embodiment of the present invention. The initial position of the model (a) in the cardiac MR volumetric data set is shown. The final match of a 3-D cardiac AAM is shown at (b). The straight lines show the position of frames in the other two cutting planes. A matched prostate AAM in X-ray CT is shown at (c).

B. 3-D Segmentation Using Active Appearance Models and Fuzzy Connectivity

1. Cardiac Image Segmentation Using Active Appearance Models

The AAM in accordance with the present invention is an extension to previous techniques and offers a fully automated hybrid AAM approach to LV and RV segmentation in midventricular short-axis MR images that significantly outperform prior AAM approaches such as the approach of Cootes and Taylor. Moreover, a semi-automated method for segmentation of temporal sequences of 2-D echo cardiographic images and temporal sequences of 2-D MR mid-ventricular short-axis images has been developed. In addition, the present invention includes a fully automated 3-D AAM-based, leftventricular MR segmentation which has been validated in human clinical images. The AAM approach is developed from manually-traced segmentation examples during an automated training stage. The shape and image appearance of the cardiac structures are contained in a single model. This ensures a spatially and/or temporally consistent segmentation of 3-D cardiac images. To overcome the well-known problem of identifying corresponding landmarks within shapes, a fully automated landmarking technique based on deformable templates was developed to form an average atlas image using shape-based blending. Short-axis and long-axis views can be combined to form a single volume and thus allow the representation of the ventricles as closed surfaces. Each individual sample is then elastically registered onto the mean shape and landmarks are defined on the mean shape using marching tetrahedrons and decimation of the triangular vertices.

Three-dimensional AAM in accordance with one embodiment of the present invention can also be preferably applied to segmenting temporal sequences of echo cardiographic images. While the method offers full automation with no human interaction, the model-based character may decrease the segmentation accuracy by preferring segmentations that are close to the average model—which may cause problems with analysis of diseased cases. To overcome this problem, one embodiment of the present invention includes multi-view AAMs and multi-stage AAMs in which an AAM step is used to approximately segment the object of interest (cardiac ventricles), followed by a 2-D slice-by-slice optimal graph search step for accurate border determination.

2. Pulmonary Image Segmentation Using Fuzzy Connectivity

Determination of intrathoracic airway trees is a necessary prerequisite to their quantitative analysis. One embodiment of the present invention comprises a new method for segmentation of intrathoracic airway trees from multi-detector CT images that is based on fuzzy connectivity. The method is robust in the sense that it works on various types of scans (low and regular doses, normal and diseased subjects) without the need for the user to manually adjust any parameters. The method offers good localization. To provide accurate delineation of the borders, additional slice-by-slice 2-D border detection using optimal graph searching is employed that significantly improved the overall border positioning accuracy (p<0.001).

FIG. 2 shows level set segmentation in accordance with one embodiment of the present invention. Segmentation of coronary arteries from micro CT data of mouse hearts is shown at (a). MIP of segmented left coronary artery superimposed on the original image. A 3-D surface rendering of the segmentation result is shown at (b). A single frame of a temporal microscopic image data set is depicted at (c). Cells are identified in a 3-D image (2-D plus time). Level set segmentation of human in vivo airway tree imaging using low-dose CT is shown at (d).

3. Level Sets

Geometric deformable models whose objective functions are represented implicitly as level sets of higher-dimensional scalar level set functions and that evolve in an Eulerian fashion, are independent of the parameterization of the evolving contour. The propagating contour can naturally change topology in the geometric models. Level set-based segmentation can be used in a number of medical image analysis projects; for example, a project employing the Eikonal equation |VT|=1 based 3-D Fast Marching Method with the speed defined as

\[ F = \frac{\text{Sigma}(t)}{\text{MaxSigma}(t)} + \text{const} \]
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to extract coronary arteries from the volumetric micro CT images of mouse hearts and using them for structural tree measurement (FIG. 2(a), (b)). Sigma is a 3-D Sigma Filter. Level sets for segmentation of living cells can be employed in temporal sequences of microscopic images. In this case, 3-D Fast Marching and Narrow Band Methods are both applied with a function of the eigenvalues corresponding to the maximal and minimal changes of the local variance to control the moving front. The function is defined as

\[ g_{\lambda}(\sqrt{\varphi}) = e^{-(\lambda_{\max} - \lambda)(\sqrt{\varphi} - \lambda) / \lambda_{\max}} \]

50
where \( \lambda_{\max} \) is the maximal eigenvalue, \( \lambda \) is the minimal eigenvalue, and \( \varphi \) is the local variance. A modified level set method was tested in the pulmonary airway tree segmentation from low dose CT data set. Here, the gradient function \( F = e^{-(\sqrt{\varphi} - \lambda) / \sigma} \) and a set of symmetric rules are combined to control the moving front.

C. Optimal Surface Detection in 3-D

One embodiment of the present invention uses the theoretical algorithm of Wu and Chen in a preliminary fashion and as applied to computer phantoms and a limited set of medical images. The method's feasibility was explored on computer phantoms that contained two or more non-crossing surfaces with various shapes and mutual positions, and more specifically those having sizes ranging from 30x30x30 to 266x266x 266 voxels, blurred (\( \sigma = 3.0 \)), and with Gaussian noise of \( \sigma = 0.001 \) to 0.2). The first group of 3-D phantoms contained
three separate surfaces embedded in the image to identify two of the three surfaces based on some supplemental surface properties (smoothness), as depicted in FIGS. 3 and 4.

FIG. 3 shows the effect of intra-surface smoothness constraints. FIG. 3(a) shows a cross-section of the original 3-D image. First (b) and second (c) cost images. Results obtained with smoothness parameters SM = [SM] are shown in (d); smoothness parameters SM = [SM] are shown in (e). FIG. 4 shows the effect of surface separation constraints. Cross-section of the original 3-D image is depicted in (a). A first cost image is depicted in (b), while the second and third cost images are depicted in (c). The results (shown in (d) and (e)) are obtained with the parameter values favoring specific surface detection patterns.

To verify the effectiveness of various cost function formulations, a second group of phantoms was used containing differently textured regions or shapes. A volumetric image cross section is shown in FIG. 5(a). The gradual change of intensity causes the edge-based cost function to locally fail (FIG. 5(b)). By using an appropriate cost function, the inner elliptical boundary could be successfully detected using the 2-D MetaMorphs method developed by Huang et al. ("Huang") when attempting to segment the inner contour in one image slice (FIG. 5(c), (d)). Huang’s method combines the regional characteristics (Mumford-Shah style texture term) and edge properties (shape) of the image into a single model. The approach implemented in accordance with the present invention uses a cost function formulated in the same way as Huang’s shape term and produces an equally good result as the MetaMorphs model (FIG. 5(e)). FIG. 5(f) demonstrates the ability to segment both borders of the sample image. In comparison, the current MetaMorphs implementation cannot segment the outer contour.

FIG. 5 shows single-surface detection versus coupled-surface detection. The cross-section of the original image is shown in FIG. 5(a). FIG. 5(b) shows single surface detection with standard edge-based cost function. FIG. 5(c) depicts the MetaMorphs method segmenting the inner border in 2-D, while FIG. 5(d) shows MetaMorphs with the texture term turned off. FIG. 5(e) depicts single surface detection and a cost function with a shape term. Double-surface segmentation is shown in (f).

FIG. 6 depicts segmentation using the minimum-variance segmentation results. The original images are shown in (a), (b) and (c). The segmentation results are shown in (d), (e) and (f).

FIG. 6 presents segmentation examples using the minimum-variance cost function. The objects and background were differentiated by their different textures. In FIG. 6(a), (d), the cost function was computed directly on the image itself. For FIG. 6(b), (e) and FIG. 6(c), (f), the curvature and edge orientation in each slice was used instead of the original image data. The two boundaries in FIG. 6(c), (f) were segmented simultaneously.

Execution time comparisons are shown at FIG. 7. FIG. 7(a) shows the single-surface detection case. FIG. 7(b) shows the execution times in smooth and noisy cost functions for triple-surface detection (3S=smooth, 3N=noisy). The average execution times (in seconds) are shown in FIG. 7(c).

Comparisons of different implementations of the proposed algorithms for the single, double and triple surfaces detection cases are shown in FIG. 7. All experiments were conducted on an AMD Athlon MP 2000+ (1.67 GHz) Dual CPU workstation with 3 GB of memory. The Boykov-Kolmogorov ("BK") implementation was found to perform better when the cost function was smooth and k (that is, the number of surfaces to be segmented) was small, as were the cases in FIG.

7(a), (b). However, cost functions that exhibit many local minima and a larger k tend to push the algorithms to the worst-case performance bound. When this happens, the push-relabel ("PR") implementation tends to be more efficient. By exploiting the regularity in the graph edge structure, the "implicit-arc" ("IA") graph representation was shown to improve both the speed and memory efficiency (50% shorter times compared to "forward star"). The average execution times of the simultaneous k-surface (k=2, 3) detection algorithm are shown in FIG. 7(c) for the implementation using the BK maximum flow algorithm on a "forward-star" represented graph.

1. Feasibility of Optimal Multiple Surface Detection

In accordance with embeddings of the present invention, pilot implementation can be used to demonstrate the feasibility of detecting the inner and outer wall surfaces of the intractable airways. Twelve in-vivo CT scans were acquired from six patients at the total lung capacity (TLC, at 83% lung volume) and functional residual capacity (FRC, at 55% lung volume). The scans had a nearly isotropic resolution of 0.7x0.7x0.6 mm2 and consisted of 512x512x(500-600) voxels each. In agreement with embeddings of the present invention to airway tree segmentation and quantification, the multi-seed fuzzy-connectedness technique was used to pre-segment the trees to provide approximate spatial locations of the individual airway segments. The centerlines of the airway branches were obtained by applying a skeletonization algorithm. Each airway segment between two branch points was resampled so that the slices in the resampled volume were perpendicular to the respective centerlines. After this step, about 30 resampled airway segments may be obtained from each CT dataset. The employed cost function was a combination of the first and second derivatives of 2-D gray-level images and was identical for the 2-D slice-by-slice and the 3-D analysis.

FIG. 8 depicts comparison of inner airway wall segmentation results. The top left panel shows an in vivo airway tree segmented using the fuzzy connectivity approach. While the tree structure is well depicted, the obtained surface does not correspond to the airway wall boundaries. The bottom left panel demonstrates resampling of airway segments to obtain orthogonal slices on which the slice-by-slice border detection is performed. The top right panel shows the results of the slice-by-slice dynamic programming approach in 4 consecutive slices together with 3-D surface rendering of the entire segment (10 slices). The bottom right panel shows the same segment with the luminal surface detected using the optimal 3-D graph searching algorithm.

FIG. 9 provides a comparison of observer-defined and computer-segmented inner and outer airway wall surfaces in 3-D airway segments. FIG. 9(a) shows expert-traced borders in a specific cross section. FIG. 9(b) shows 3-D surface obtained using double-surface 3-D segmentation method (identical cross sections shown).

As shown in FIG. 8, inner wall surfaces are visible in CT images, whereas outer airway wall surfaces are very difficult to segment due to their blurred and discontinuous appearance and/or adjacent blood vessels. The currently used 2-D dynamic programming method works reasonably well for the inner wall segmentation but is unsuitable for the segmentation of the outer airway wall (FIG. 8). By optimizing the inner and outer wall surfaces and considering the geometric constraints, the presently inventive approach produces good segmentation results for the inner and outer airway wall surfaces in a robust manner (FIG. 9).

The algorithm in accordance with the present invention was also examined by segmenting the vascular wall layers in
Given an input 3-D/4-D image, embodiments in accordance with the present invention preferably initially perform a pre-segmentation to obtain an approximation to the (unknown) surfaces for the target object boundaries. This gives useful information about the topological structures of the target objects. Quite a few approximate surface detection methods are available, such as the active appearance models (AAM), level sets, and atlas-based registration. Other surface detection methods could also be utilized, as would be appreciated by those of ordinary skill. For surfaces with a geometry that is known to be relatively simple and that allows an unfolding process (e.g., terrain-like, cylindrical, tubular, or spherical surfaces), pre-segmentation might not be needed, as would be appreciated by those of ordinary skill.

From the resulting approximate surfaces of pre-segmentation (or if it is determined that pre-segmentation is not necessary), a mesh is preferably computed. The mesh is preferably used to specify the structure of a graph $G_p$, called base graph. $G_p$ defines the neighboring relations among voxels on the sought (optimal) surfaces.

Voronoi diagram and Delaunay triangulation algorithms or isosurfaces methods (e.g., marching cubes) can be used for the mesh generation, as would be appreciated by those skilled in the art. For surfaces allowing an unfolding operation, mesh generation may not be required, since in certain cases a mesh can be obtained easily.

For each voxel $v$ on the sought surfaces, a vector of voxels is created that is expected to contain $v$. This is done by resampling the input image along a ray intersecting every vertex of the mesh (one ray per mesh vertex). The direction of the ray is either an approximate normal of the meshed surface at $v$, or is defined by a center point/line of the target object. These voxel vectors produced by the resampling form a new image.

Next, a weighted directed graph $G$ is preferably built on the vectors of voxels in the image resulted from the resampling. Each voxel vector corresponds to a list of vertices in $G$ (called a column). $G$ is a geometric graph since it is naturally embedded in a $n$-D space ($n>3$). The neighboring relations among voxels on the sought surfaces are represented by the adjacency relations among the columns (vectors) of $G$, as specified by the edges in the base graph $G_p$. Each column contains exactly one voxel on the sought surfaces. The edges of $G$ enforce constraints on the sought surfaces, such as the smoothness and inter-surface separation constraints. The vertex costs of $G$ can encode edge-based and region-based cost functions. Furthermore, information about the constraints and cost functions of a target segmentation problem can be obtained, e.g., finding information on the smoothness and inter-surface separation constraints using the AAM models.

Graph construction schemes in accordance with embodiments of the present invention preferably seek optimal surfaces that correspond to a structure of interest, called optimal closed set, in the weighted directed graph. Thus, the sought optimal surfaces are preferably obtained by searching for an optimal closed set in the weight directed graph using efficient closed set algorithms in graph theory. Implementation efforts bring a fast graph search computation.

Embeddings in accordance with the present invention preferably produce globally optimal surfaces captured in the weighted directed graph and to run in low degree polynomial time.

1. Example 1

2-D

To reach an intuitive understanding of the underlying processes, a very simple 2-D example is presented corresponding
to a tiny 2×4 image. The graph vertices correspond to image pixels with a cost associated with each vertex (FIG. 11(a)). The goal is to find the “minimum cost path” from left to right. The cost of the path is calculated as the sum of its vertex costs. The list of all paths in the graph includes (considering that the maximum allowed vertical distance between the two next-column vertices of the path is 1): ac, af, be, bf, bg, cf, cg, ch, dg and dh. The minimum-cost path can easily be identified as cg with the cost of 2.

In accordance with one embodiment of the present invention, the edges of the graph are preferably constructed as shown in FIG. 11(b). Cost transformation is performed by subtracting the cost of the vertex immediately below from the cost of the vertex under consideration (FIG. 11(c)). The costs of the bottommost two vertices are left unchanged, unless their cost sum is greater or equal to 0. If so, the sum of the bottommost vertex costs is subtracted from the cost of every single one of the bottommost vertices. In this example, the sum of the bottommost two vertices is 11, vertex d is selected and 12 is subtracted from its cost (FIG. 11(c)). A closed set is a subset of the graph vertices with no edges leaving the set. Every potential path in FIG. 11(a) uniquely corresponds to a closed set in FIG. 11(c). Importantly, the minimum-cost path corresponds to the minimum-cost closed set in FIG. 11(c). FIG. 11 depicts simple 2-D example of the proposed minimum cost graph-search detection algorithm.

To compute the minimum-cost closed set of the graph, a transform to an edge-weighted directed graph is performed. Two new auxiliary vertices are added to the graph—a start vertex s with a connecting edge to every negative-cost vertex, and a terminal vertex t with an edge from every non-negative-cost vertex. Every edge is assigned a capacity. The capacities of the edges from the start vertex and to the terminal vertex are the absolute values of the costs of the vertices they are connected to (from) (FIG. 11(d)). All other edges have infinite capacity. The vertex costs are no longer used and are ignored. The minimum-cost closed set of the graph in FIG. 11(c) can be obtained by computing the Minimum s→t Cut or Maximum Flow from s to t in the graph.

While the graph transforms described above represent one embodiment of the present invention, several algorithms for computing the minimum s→t cut exist. For example, with some algorithms, the start vertex is a source and the terminal vertex is a sink. The negative-cost (non-negative-cost) vertices are tunnels allowing water to flow in (out). The edges are pipes connecting the source, tunnels and the sink. The pipes are directional, and the cumulative water flow cannot exceed the pipe capacity. Due to the limited pipe capacities, the amount of water that can flow from the source to the sink will have some maximum. To achieve this maximum flow, some pipes will be saturated, meaning that the water flowing through them will equal their capacities. In FIG. 11(e), the path from s to t was found with a capacity of 3. This will saturate the path’s pipes (edges) from the source and to the sink. These two saturated pipes are removed and a new pipe is created in the reverse direction along the path having a capacity of 3. In FIG. 11(f), another s→t path is found with a capacity of 7. Similarly, a reverse path with capacity of 7 is created. FIG. 11(g) identifies the third and final path that can be found—its capacity of 1 saturates the pipe to the sink that was not completely saturated in the previous step. Since this was the last path, all tunnels that can be reached from the source are identified (FIG. 11(h)) as belonging to the minimum cost closed set (FIG. 11(i)). The uppermost vertices of the minimum closed set form the minimum cost path thus determining the solution.

Consider the task of detecting a termin-like surface representing the boundary of a 3-D object in a volumetric image I(x,y,z) (briefly, I). Let X, Y, and Z be the image sizes in x, y, and z dimensions, respectively. I(x,y,z) is used to denote the voxel at the spatial position (x,y,z) in the image I. For each (x, y) pair with 0≤x≤X and 0≤y≤Y, the voxel subset I (x, y, z): 0≤z≤Z—which forms a column parallel to the z-axis—is called the (x, y)-column of I, denoted by Col(x, y). Two (x, y)-columns are adjacent if their (x, y) coordinates satisfy some neighborhood conditions. For instance, under the 4-neighbor setting, the column Col(x, y) is adjacent to Col(x+1, y), Col(x−1, y), Col(x, y+1), and Col(x, y−1). Therefore, a model of the 4-neighbor adjacency is used, called the basic model or base graph (this simple model can be easily extended to other adjacency settings). Without loss of generality (“WLOG”), that the sought surface S is assumed to be so oriented that it spreads over the x and y dimensions (FIG. 12(a)), and it intersects with each (x, y)-column at one and only one voxel. Mathematically, the surface S is called an xx-monotone surface and can be defined by a function S: {0, 1, 2, . . . , X−1}×{0, 1, 2, . . . , Y−1}→{0, 1, 2, . . . , Z−1}.

FIG. 12 depicts modeling of the optimal surface detection problem. The surface orientation is shown at FIG. 12(a). Three adjacent columns in the constructed graph are shown at FIG. 12(b), with smoothness parameters λ = 2 and η = 1. A tubular object in a volumetric image is shown at FIG. 12(c). FIG. 12(d) shows the “unfolding” of the tubular object in (c) to form a new 3-D image. The boundary of the tubular object in the original image corresponds to a surface to be detected in the unfolded image. FIG. 12(e) illustrates the 3-D polar transformation.

Since many anatomical structures are smooth, one may expect the detected surfaces to be sufficiently “smooth”. The smoothness constraints ensure the surface continuity in 3-D. Speciﬁcally, two smoothness parameters, Λs and Λt, are used to specify the maximum allowed change in the z-coordinate of a feasible surface along each unit distance change in the x and y dimensions, respectively. That is, if I(x, y, z) and I(x+1, y, z) are two voxels on a feasible surface, then |z'-z''|≤Λs; if I(x, y, z) and I(x, y+1, z) are two voxels on a feasible surface, then |z'-z''|≤Λt. FIG. 12(b) illustrates the smoothness constraints. If Λs (Λt) is small, the feasible surface is “stiff” along the x (y) dimension, and the stiffness decreases with larger values of Λs (Λt).

A cost value c(x, y, z) can be computed and associated with each voxel I(x, y, z) in I, by setting an application-specific cost function. Generally, the cost value is inversely related to the likelihood that the detected surface would contain the corresponding voxel. The cost of a feasible surface is the total cost of all voxels on that surface.

Embodiments in accordance with the present invention are also directed to finding an optimal surface in I, which is the one with the minimum cost among all feasible surfaces that can be defined in I. The presently inventive methods solve the optimal surface detection problem by formulating it as computing a minimum-cost closed set in a directed graph. A closed set C is a directed vertex-weighted graph is a subset of vertices such that all successors of any vertex in C are also contained in C. The cost of a closed set C is the total cost of the vertices in C. Note that a closed set C can be empty (with a zero cost).

The construction of the directed graph $G=(V,E)$ for modeling I, which is elegant and nontrivial, is derived from the
following observation. For every voxel $I(x, y, z)$ and each its adjacent column $Col(x', y')$, the lower eligible neighboring voxel of $I(x, y, z)$ on $Col(x', y')$ is the voxel on $Col(x', y')$ with the smallest $z$-coordinate that can appear together with $I(x, y, z)$ on the same feasible surface in $I$. FIG. 11(b) shows a term consistent of only two columns of voxels (a 2-D image) is used for better readability. The value in each circle is the cost of the voxel. The smoothness parameter $\Delta_1 = 1$ in this example. Thus, voxel $g$ is a lower eligible neighboring voxel of band voxel $e$ is a lower eligible neighboring voxel of $I$. A voxel $I(x, y, z)$ is generally above (resp., below) a surface $S$ if $S(x, y, z)$ (resp., $S(x, y, z)$), and denoted by $Lo(S)$ all the voxels of $I$ that are on or below $S$. For any feasible surface $S$ in $I$, the lower eligible neighboring voxels of every voxel in $Lo(S)$ are also contained in $Lo(S)$. Instead of searching for an optimal surface $S^*$ directly, the presently inventive method looks for a voxel set $Lo(S^*)$ in $I$, which uniquely defines the surface $S^*$.

The directed graph $G$ is constructed from $I$, as follows. Every vertex $V(x, y, z)\in V$ presents one and only one voxel $I(x, y, z)\in I$. Thus, $G$ may be viewed as a geometric graph defined on a 3-D grid. The edges of $G$ are defined to guarantee the following: (1) For any feasible surface $S$, the set of vertices corresponding to the voxels in $Lo(S)$ is a non-empty closed set $C$ in $G$; (2) any non-empty closed set $C$ in $G$ specifies a feasible surface $S$ in $I$. First, validation that if voxel $I(x, y, z)\in I$ is on $S$, then all the vertices $V(x, y, z)$ of $G$ below $V(x, y, z)$ (with $z\leq z_0$) on the same column must be in the closed set $C$ must occur. Thus, for each column $Col(x, y)$, every vertex $V(x, y, z)\in V(x, y, z)$ ($z > 0$) has a directed edge to the vertex $V(x, y, z)$ in $I$ (FIG. 11). Next, $G$ must incorporate the smoothness constraints along the $x$- and $y$-dimensions. Notice that if voxel $I(x, y, z)$ is on surface $S$, then its neighboring voxels on $S$ along the $x$-dimension, $I(x+1, y, z)$, and $I(x-1, y, z)$, must be no “lower” than voxel $I(x, y, z)$; i.e., $V(x, y, z)_{\Delta_2}$. Hence, vertex $V(x, y, z)\in C$ indicates that vertices $V(x+1, y, z_{\Delta_2})$ and $V(x-1, y, z_{\Delta_2})$ must be in $C$. Thus, for each vertex $V(x, y, z)$, the directed edges from $V(x, y, z)$ to $V(x+1, y, z_{\Delta_2})$ and to $V(x-1, y, z_{\Delta_2})$, respectively. Note that vertex $V(x+1, y, z_{\Delta_2})$ (resp., $V(x-1, y, z_{\Delta_2})$) forms the lower eligible neighboring voxel of $I(x, y, z)$ on its adjacent column $Col(x+1, y)$ (resp., $Col(x-1, y)$). FIG. 11(b) shows the edges introduced between two adjacent columns to enforce the smoothness constraints. The same construction is done for the $y$-dimension. Next, a vertex cost $c(x, y, z)$ is assigned to each vertex $V(x, y, z)\in G$, as follows.

$$\begin{align*}
c(x, y, z) &= c(x, y, z) 
&= \begin{cases}
 0 & \text{if } z = 0 \\
 c(x, y, z) - c(x, y, z-1) & \text{if } z > 0
\end{cases}
\end{align*}$$

where $c(x, y, z)$ is the cost of voxel $I(x, y, z)$. FIG. 11(c) depicts the vertex cost assignment scheme. The value in each circle shows the cost of the vertex.

Analysis reveals that (1) any non-empty closed set $C$ in $G$ defines a feasible surface $S$ in $I$ with the same cost, and (2) any feasible surface $S$ in $I$ corresponds to a non-empty closed set $C$ in $G$ with the same cost. Thus, a minimum-cost closed set $C^*$ can be used to specify an optimal surface $S^*$ in $I$. A minimum-cost closed set $C^*$ in $G$ can be obtained by formulating it as computing a minimum $s$-t cut in a transformed graph $G_{s,t}$ with $O(n)$ vertices and $O(n)$ edges. Thus, by using Goldberg andTarjan’s algorithm, $C^*$ in $O(n^2 \log n)$ time can be computed. If the cost of each voxel in $I$ can be represented by log U bits, then the time complexity can be further improved to $O(n^{1.5} \log n \log U)$ by applying Goldberg and Rao’s maximum flow algorithm.

Finally, the optimal surface $S^*$ in $I$ can be recovered from $C^*$ by computing the upper envelope of $C^*$, where $I(C^*)$ is the set of voxels of $I$ corresponding to the vertices in $C^*$. For every $0 \geq x \geq X$ and $0 \geq y \geq Y$, let $B(x, y) = I(C^*) \cap Col(x, y)$. Then the voxel $I(x, y, z^*)$ in $B(x, y)$ with the largest $z$-coordinate is on the optimal surface $S^*$. In this way, the minimum closed set $C^*$ of $G$ specifies an optimal surface in $I$. In FIG. 11, the four filled vertices $V(c), V(d), V(g)$, and $V(h)$ form a minimum-cost non-empty closed set in $G$. Voxels $c$ and $g$ are on the upper envelope of the voxel set $\{c, d, g, h\}$. Hence, $c$ and $g$ are on the optimal surface.

3. Example 3

Cylindrical/Tubular Surfaces

The principles from Example 2 are also applicable to detecting cylindrical/tubular surfaces, since such surfaces can always be invertibly “unfolded” to terrain-like surfaces using the cylindrical coordinate transform. Due to the circularity of a cylindrical surface, the edges of the corresponding graph should be connected in a circular manner to ensure the closure of the result. For instance, suppose an image is unfolded along the $x$-direction (see FIG. 12(c) and (d)), then the smoothness constraint is also needed between the graph columns at $(0, y, z)$ and $(X-1, y, z)$, with $y \in \{0, \ldots, Y-1\}$ and $z \in \{0, \ldots, Z-1\}$.

4. Example 4

Spherical/Closed Surfaces

Spherical-like structures are ubiquitous in medical image data, such as livers, kidneys, left ventricles, and cells. One embodiment of the present invention addresses these structures. Start with an approximation of an approximate centroid $0$ of the target object. A 3-D polar transformation is performed on the input image $T$. Consider a unit sphere $R$ centered at $O$ (see FIG. 12(e)). For each selected point $p(1, \phi, \psi)$ on the unit sphere $R$, resampling is performed in the image $I$ along the ray $O \rightarrow p$. The resampled voxels on $O \rightarrow p$ form a column $Col(p)$ in the resulting unfolded 3-D image $I$. Next, define a spherical grid (called embedded grid) on the surface of the unit sphere $R$ which, for example, consists of a set of great circles of $R$ as illustrated in FIG. 12e. Then establish the smoothness constraints between any two neighboring columns, $Col(p_1)$ and $Col(p_2)$, in the unfolded image $I$ if $p_1$ and $p_2$ are adjacent on the embedded grid.

If the target object in $T$ is distorted too much from a sphere, the (regular) embedded grid may not well capture the fine details of the object boundary. Fortunately, in most cases, a preliminary surface that well approximates the structure of the boundary can still be obtained. As part of the object localization stage, approximate surface detection methods are frequently available, e.g., using active appearance models, level sets, atlas-based registration, and other similar approaches. Each voxel on the preliminary surface can be viewed as a sample point. Since the point sampling is “dense” enough, the topology of the underlying smooth surface can be restored correctly by using the 3-D Voronoi diagram and Delaunay triangulation. Thus, a triangulation $\Delta$ for the preliminary surface is computed, which captures the topological structure of the underlying boundary surface. Using this triangulation $\Delta$, the input image $I$ can be “unfolded” as follows. For each vertex $p$ of the triangulation $\Delta$, voxel $p$ is on prelimi-
nary surface), a resampling in T is conducted along the normal of the preliminary surface at p, forming a column Col(p) of voxels in the resulting 3-D unfolded image I. Then, for any two adjacent vertices p1 and p2 of the triangulation Δ, the smoothness constraints between Col(p1) and Col(p2) are enforced in the unfolded image I. In this way, the surface detection algorithm is able to be extended to the segmentation of spherical objects.

In addition to homogeneous smoothness constraints, which remain constant along each dimension, the above approach allows variable geometric constraints, which can be image context-dependent. This flexibility has practical implications since the surface smoothness may vary at different locations by rearranging the graph edges. Although the variable constraints can be input by a user, it is tedious and time-consuming.

5 Example 5

Multiple Surface Detection Method

In medical images, many surfaces that need to be identified appear in mutual interactions. A number of medical imaging problems can benefit from an efficient method for simultaneous detection of multiple interacting 3-D surfaces. However, the problem of simultaneous detection of interrelated surfaces, especially when the number of surfaces is larger than two, is such an under-explored problem that few existing methods formally address it.

One embodiment of the present invention generalizes a net surface model to the simultaneous detection of k ≥ 1 interrelated surfaces in a 3-D image I such that the total cost of the k surfaces is minimized. An embodiment of the method of the present invention is directed toward ensuring the global optimality of the solution. In simultaneously detecting multiple distinct but interrelated surfaces, the optimality is not only determined by the inherent costs and smoothness properties of the individual surfaces, but also is confined by their interrelations. For each pair of the sought surfaces, relations are specified using two parameters, \( \delta^i \geq 0 \) and \( \delta^\epsilon \geq 0 \), representing the surface separation constraints. The pairwise relations thus modeled are the minimum and/or maximum distance, and the relative positioning of the two surfaces, i.e., whether one surface is above or below the other. In many practical problems, the sought surfaces are not expected to intersect or overlap. For instance, the inner and outer tissue borders should be non-crossing, and the distance between them should be within some expected range in medical images.

Computing each of the k surfaces individually using above described techniques is not optimal, since it might give a solution to the multiple surface detection problem with a local minimum cost, which may be far away from the global minimum. Moreover, the solution thus obtained might even be infeasible, either violating the surface separation constraints or containing less than k surfaces. Hence, a new method for computing k ≥ 1 optimal surfaces is required. In one embodiment of the present invention, the method simultaneously identifies k optimal mutually interacting surfaces as a whole, by computing a minimum closed set. The construction of the graph is derived from new observations on the surface positioning, which help enforce the surface separation constraints.

The directed graph \( G = (V, E) \) constructed from I contains k disjoint subgraphs \( \{G_i = (V_i, E_i) : i = 1, 2, \ldots, k\} \), such that each \( G_i \) is constructed in the same manner as presented above and is used for searching the i-th surface \( S_i \). The separation constraints between any two surfaces \( S_i \) and \( S_j \) are enforced in \( G \) by a set of edges \( E^r \), connecting the corresponding subgraphs \( G_i \) and \( G_j \). Thus, \( V = \bigcup_{i=1}^k V_i \) and \( E = \bigcup_{i=1}^k E_i \). In other words, detecting k optimal surfaces in 3-D is mapped to the problem of finding a single optimal solution in \( (d+1)D \)-space. Below, simultaneous detection of two surfaces is used in I to exemplify embodiments of the present invention for the construction of \( E^r \).

Suppose for the two sought surfaces \( S_1 \) and \( S_2 \), the prior knowledge puts \( S_2 \) below \( S_1 \) as shown in Fig. 13(a). Let the minimum distance \( d_i \) between them be 2 voxel units and the maximum distance \( d^* \) be 5 voxel units (Fig. 13(b)). For convenience, denote by \( Col(x, y) \) the column of vertices in \( G_i \) corresponding to the column \( Col(x, y) \) of voxels in I (1 ≤ i ≤ 2). The separation constraints between \( S_1 \) and \( S_2 \) are incorporated into \( G \) in the following way. For each vertex \( V(x, y, z) \) \( \in Col(x, y) \) with \( z \geq -d^* \), as illustrated in Fig. 13(b), a directed edge is put in \( E^r \) from \( V(x, y, z) \) to \( V(x, y, z + d^*) \) \( \in Col(x, y) \) in \( G_1 \). This ensures that if voxel \( I(x, y, z) \) lies on surface \( S_1 \), then the voxel \( I(x, y, z) \) \( \in Col(x, y) \) on \( S_1 \) must be no “lower” than voxel \( I(x, y, z + d^*) \) \( \in Col(x, y) \) on \( S_1 \). On the other hand, each vertex \( V(x, y, z) \) \( \in Col(x, y) \) with \( z \leq -d^* \) has a directed edge in \( E^r \) to \( V(x, y, z + d^*) \) \( \in Col(x, y) \) in \( G_2 \) (Fig. 13(b)), making sure that if voxel \( I(x, y, z) \) \( \in Col(x, y) \) on \( S_1 \), then the voxel of \( Col(x, y) \) on \( S_2 \) must be no lower than voxel \( I(x, y, z) \). This construction is applied to each pair of the corresponding columns of \( G_1 \) and \( G_2 \). Thus, the separation constraints are incorporated into \( G \). Note that, due to the separation constraints, some voxels may never appear on a certain surface. By exploiting the intrinsic geometric properties, a nontrivial linear-time scheme in accordance with embodiments of the present invention to remove such “useless” vertices from the corresponding subgraph is employed.

Fig. 13(a) illustrates multiple surfaces in a 3-D image. Fig. 13(b) models the relations between two surfaces, \( G_1 \) and \( G_2 \), the 3-D graphs dedicated to the search of the two surfaces, \( S_1 \) and \( S_2 \). A summary of the modeling of non-crossing and crossing surface interrelations is shown at Figs. 13(c) and 13(d). \( Col(x, y) \) and \( Col(x, y) \) are two corresponding columns in the 3-D graphs. Dashed edges are optional.

When more than two surfaces shall be detected, their interactions can be specified by modeling their pairwise relations. The modeling of non-crossing and crossing surface interrelations is presented in Fig. 13(c), (d).

From the construction of graph \( G \), the following is shown: Any feasible \( k \) surfaces in I correspond to a non-empty closed set in G with the same total cost and any non-empty closed set in G defines feasible \( k \) surfaces in I with the same total cost.

Hence, any k surfaces \( \{S^1, S^2, \ldots, S^k\} \) corresponding to a minimum-cost closed set \( C^* \) in G are optimal surfaces in I. Note that \( |V_1| \geq |O(kn)| \) and \( |E_1| \geq O(kn) \). Thus, a minimum-cost closed set \( C^* \) in G can be computed in \( O(k^{\frac{n}{2}} \log n) \) time using Goldberg and Tarjan’s s-t cut algorithm. Next, the optimal k surfaces are defined as \( \{S^{*1}, S^{*2}, \ldots, S^{*k}\} \) in I from \( C^* \). Recall that each surface \( S^* \), in the subgraph \( G_i \), is detected. Let \( C^* \cap C^* \cap \cap C^* \). Then, \( S^* \), can be obtained by computing the upper envelope of \( H(C^*) \), where \( H(C^*) \) is the set of voxels in I corresponding to the vertices of \( G_i \) in \( C^* \).

6 Example 6

Multiple Spherical Surfaces

Simultaneous detection of multiple interacting surfaces for a spherical structure is a frequent task in medical imaging (e.g., simultaneous detection of endocardium and epicardium in a left ventricle). Combined with the unfolding scheme
described herein, the above principles are also applicable to identifying multiple spherical surfaces concurrently. However, if the structures of the neighboring surfaces of the spherical objects are quite different, more caution is needed to enforce the surface separation constraints. For example, let \( \Delta_1 \) and \( \Delta_2 \) be the triangulations of any two neighboring preliminary surfaces. Note that the unfolding is performed along the normal of a triangulation at each of the vertices. Let the normal at a vertex \( q \in \Delta_1 \) intersect a triangle \( \Delta_2 \) of the triangulation \( \Delta_1 \). Then, the surface separation constraints between the columns \( \text{Col}(q) \) and \( \text{Col}(q) \) (i.e., 0, 1, 2) is enforced in the unfolded image.

7. Example 7

Surface Detection Allowing Topology Changes

The net surface models work well for optimal single- and multiple-surface detections in 3-D/4-D medical images when the target objects have a relatively simple or "invariant" topology such as a tubular path. However, many medical objects have much more complex topologies. Thus, incorporating the topological adaptability into the present invention is important to handling objects whose topologies may vary flexibly.

Complex objects, for the purposes of the present invention, are objects which can preferably be partitioned in sub-objects. For example, tree-like objects that can be separated in individual branches, objects that can be described as multiplicity of inter-related adjacent components, and similar.

Naturally, a good quality segmentation of objects with a specific topology should faithfully preserve the known topology of the objects. A generalization of the net surface models can be implemented for solving the problem of detecting surfaces for objects with known complex topologies in 3-D/4-D images. Segmentation of the human airway tree in the pulmonary CT image can be used to exemplify embodiments of the present invention. Note that embeddings of the methods of the present invention are not limited to the tubular and tree-like structure described, rather, embodiments of the methods are in general applicable to any shape for which a triangulation \( \Delta \) can be generated. Previous approaches are directed to identifying the boundary surface in the re-sampled image separately for each individual airway segment, and then somehow "glue" the resulting segment surfaces together to form a segmented airway tree. Inherent drawbacks of such approaches are the lack of contextual segment-to-segment information and optimality. Clearly, to obtain a more coherent and optimal segmentation, performing detection directly on the airway tree as a whole is more desirable.

First, the entire airway tree from the pulmonary CT image is pre-segmented by using a multi-seed fuzzy connectedness tech- nique, as would be understood by those having ordinary skill in the art. This pre-segmentation step gives approximate spatial locations and topologies of the trunk and branches of the airway tree. Accurate positioning of the airway tree boundary, however, is not guaranteed. Next, an approximate surface for the airway tree boundary is generated. Note that the portion of the approximate surface for each airway segment (i.e., the trunk and branches) can be found relatively easily, since its topology is simple (i.e., a tubular path). But, the portion of the approximate surface for a fura- tion (i.e., the part where the trunk and branches meet) of the airway tree can have a quite complicated local structure, and thus it is a difficult task for the approximate surface to capture a sufficient level of details of such a fura- tion. This can be addressed by using computational geometry ideas and techniques. As discussed for closed surfaces, the topology of an underlying smooth surface can be reconstructed using Delaunay triangulation, provided the sampling is "dense" enough. Thus, a triangulated mesh \( \Delta \) is produced for the approximate surface; which is expected to be topologically faithful to the boundary of the target airway tree. FIG. 13(a) depicts a pre-segmented boundary surface of one bifurcation part of an airway tree. A schematic representation of the triangulated mesh of the boundary surface is shown in FIG. 13(b). In this case, 6 triangles are used to approximate the bifurcation as demonstrated in FIG. 13(c), while the bifurcation can certainly be more complex.

FIG. 13(a) shows the approximate surface of an airway branch in 3-D. Triangulation of the trunk and the branches in a frontal view, triangle 1 ("cpc") is modeling the actual branch point is shown at FIG. 13(b). Triangle 1 in FIG. 13(c) is modeling the front part while triangle 2 ("cpc") is modeling the back part of the branch, both meeting at c; adjacent triangles apc1 and bcq1 have their respective counterparts apc2 and bcq2 on the back side. Transformation of \( \Delta \) into the planar domain, at FIG. 13(d), uniquely creating nodes and vertices for the graph; node for nodes a, b, and c, connecting vertices are wrapped around the graph and replicated here only to increase readability.

After obtaining the triangulated mesh \( \Delta \), a resampling in the input image \( \mathcal{T} \) is performed. For every vertex \( v \) on the mesh \( \Delta \), the resampling is done along a ray intersecting \( v \) in the direction of the normal of the meshed surface \( \Delta \) at \( v \), yielding a column (vector) \( \text{Col}(v) \) of voxels. As the result of this resampling, a set of columns of voxels is established, which form a single new image \( I \). The adjacency relations among the voxel columns in the resulting image \( I \) (i.e., the neighborhood setting of \( I \)) are uniquely specified by edges on the triangulated mesh \( \Delta \). In order to embed the triangulated 3-D surface \( \mathcal{C} \) shown in FIG. 13(b) into a 2-D planar structure, it needs to be cut along three lines. Note that this step is only necessary to represent the 3-D structure in 2-D for better intuition and is not a prerequisite for methods in accordance with the present invention. As shown in FIG. 13(d), the branches are cut along the polylines defined by the points a and b on the inner side of the branches. The trunk is cut on the back along a polyline starting at point c, i.e., also cutting the triangle 2 on the back. This process not only "replicates" points a, b, and c, but also the connecting edges ac and bc. Imagine that for each vertex \( v \) of \( \Delta \), the associated column \( \text{Col}(v) \) of voxels obtained from the resampling is "put" on \( v \) in FIG. 13(d) (\( \text{Col}(v) \) is perpendicular to the plane), thus giving an intuitive view of \( I \). Further, the smoothness constraints need to be satisfied between any two adjacent columns specified by the triangulated mesh \( \Delta \). A feasible surface \( \mathcal{S} \) intersects each column of \( I \) at exactly one voxel and satisfies the smoothness constraints. Note that for columns \( \text{Col}(a), \text{Col}(b), \) and \( \text{Col}(c) \), \( \mathcal{S} \) intersects them at the respective voxels representing a, b, and c. Thus, any feasible surface in \( I \), if wrapped around for both the trunk and two branches, gives a feasible boundary surface of the airway tree.

A vertex-weighted directed graph \( G \) is then built based on the voxel columns in the image \( I \). Information on the smoothness constraints and surface separation constraints for the target airway tree boundary needs to be obtained (these constraints are enforced by the edges of \( G \)).

Such information can be determined based on the local features, such as curvatures, of each vertex on the triangulated mesh \( \Delta \) and/or may also be determined by a priori knowledge of the target object. The assignment of vertex weights in \( G \) can be accomplished as discussed herein.

After the graph \( G \) is constructed, an optimal segmentation of the target airway tree boundary contained in \( G \) can be
obtained by using the graph search method, discussed herein. Note that although the structure of the mesh Δ and thus the adjacency relations among the vertex columns of G, can be quite irregular, the applicability and optimality of the graph search method are not affected at all (since it simply computes an optimal non-empty closed set in G, regardless of the structure of G).

Several issues can affect the results. In practice, sometimes it may not be easy to ensure that the sampling is “dense” enough to detect the correct surface topology (e.g., on high curvature surface regions). The AAM based approach above, together with Dey and Giesen’s computational geometry algorithm for dealing with undersampling, may be applied to help identify such problematic regions and determine the necessary density of sampling. Another issue is to ensure that the output airway tree boundary has no undesired self-intersections. This can be done by choosing a proper length for each vector of voxels in the image resampling step, such that the voxels of the vectors in the resampled image 1 all come from disjoint portions of the input image T. How to choose an optimal length for each voxel vector in the resampling is a non-trivial issue. One way to handle this issue is to determine the vector lengths by using a priori knowledge made available by AAM model based approaches. Another way is, in a spirit similar to level set approaches, to first choose a length for each voxel vector conservatively (i.e., ensuring no unwanted self-intersections in the resulting boundary), compute an optimal boundary contained in the graph G, and then use the resulting boundary surface as the mesh to repeat the above proposed algorithm in an iterative fashion, until a satisfactory solution is achieved.

8. Example 8

Incorporating a Priori Knowledge in Optimal Surface Detection

To achieve accurate and efficient segmentation of 3-D/4-D medical images, certain embodiments in accordance with the present invention utilize as much as possible a priori knowledge about the target objects, such as the image appearance, anatomical and pathological shape variations, and observer preference. However, most existing methods do not incorporate sufficient a priori knowledge on the target segmentation problems; even rarer attempts are known on making good use of priori shape knowledge in segmenting medical images in 3-D and 4-D.

The AAMs, introduced by Cootes et al., utilize a priori knowledge. However, most AAM approaches are only given for 2-D segmentation, and few are known to truly work for 3-D medical images. These AAM approaches have several drawbacks: they cannot guarantee the optimality of the segmentation results (the output may converge to a local optimum which can be arbitrarily far away from the globally optimal solution); the segmentation does not handle local features and border information well, and is somewhat biased towards the average model used; and it is difficult to extend the AAM approaches to 4-D due to the high computational cost incurred.

Thus, embodiments of the present invention provide new approaches for incorporating a priori knowledge in segmenting 3-D/4-D medical images. These new approaches are based on a careful combination of the AAM approaches and the net surface network model. Comparing with previous segmentation approaches that utilize a priori knowledge, the present invention has several advantages, including: (1) capturing specified local features of the target objects; (2) computability for 3-D images; (3) extension to 4-D; and (4) global optimality by fast computation.

A priori knowledge on a target object can be obtained from either the preference specified by an observer or a “prototype model” (e.g., the AAM approaches generate an “average model” and its shape variations by learning a set of training shape examples). A priori knowledge can be local (e.g., information on the surface features around some landmark points) or global (e.g., the expected shape and properties of the target object such as its convexity or monotonicity, and the shape variations of the AAMs). The approaches in accordance with the present invention are expected to work well with various a priori knowledge settings.

E. Incorporating Local Features

Local features may specify the local connections of a possible surface voxel I(x, y, z) with its neighboring surface voxels, such as the local smoothness of the sought surface between I(x, y, z) and each of its neighboring surface voxels. Local features may also include the range of separation distance between a voxel possibly on one surface and the corresponding voxel possibly on another interrelated surface. That is, different pairs of neighboring voxels on one surface may have different smoothness constraint parameters, and different pairs of corresponding voxels, possibly on two interrelated surfaces, may have different separation constraint parameters. Note that the approaches in accordance with the present invention for detecting a single optimal surface or multiple optimal interrelated surfaces in 3-D/4-D medical images use global smoothness constraints and global surface separation constraints. However, these approaches can be extended to accommodating the above local features. The resulting graph preserves all properties required by the same polynomial time algorithm to compute a guaranteed minimum closed set in the graph (and thus an optimal segmentation). For example, to add edges between two x-adjacent columns Col(x, y) and Col(x+1, y) in a graph G, instead of using the global x-smoothness parameter Δ, a smoothness parameter Δ(x, x+1, y) issued specifically for edges between columns Col(x, y) and Col(x+1, y) is used. The rest of the computation remains the same.

The 3-D approach in accordance with the present invention combines the AAM framework and the net surface network model. There are two main tasks to consider: (1) building a 3-D AAM based net surface network model to capture a priori knowledge on the target object shapes, and (2) detecting surfaces from an input 3-D image.

The 3-D AAM based net surface network model consists of an AAM model and a base graph Gb. The base graph Gb defines the set of columns in the net surface network model and the adjacency relations among the columns: each vertex in Gb corresponds to exactly one column and each edge of Gb specifies two adjacent columns. (It should be noted that the main base model (i.e., base graph) is assumed (for simplicity) to be a regular 2-D 4-neighbor grid.) However, the net surface approaches actually allow the base graph (within the adjacency relations among the columns) to be an arbitrary graph. In this section, the base graph Gb has a somewhat irregular structure that depends on the target surfaces.

An AAM is first constructed of the target 3-D object shapes. From the surfaces of the average shape model, a triangulation is created on each such surface (e.g., the Delaunay triangulation of the vertices and other selected points on the surface). Around the regions of each model surface where complex topologies are expected (e.g., surface branches) or delicate surface features, more sample points are
used in the triangulation to capture the detailed local features of the surface. This triangulation can be obtained by computational geometry algorithms. If the AAM has only one target surface, then this triangulation defines base graph \( G_p \): The vertices and edges of the triangulation are the vertices and edges of \( G_p \), respectively. If there are multiple interacting surfaces to detect, the situation is more complicated due to the necessary correspondence among the multiple surface triangulations. For each vertex of the triangulation on every surface, its corresponding points are located on the triangulations of the interrelated surfaces based on the AAM, and add such points onto those triangulations. Then, triangulate each triangular face of every triangulated surface is triangulated again (due to the added points), maintaining the correspondence across the interrelated triangulations on the target surfaces between their vertices and edges (special care is needed to ensure the edge correspondence). After this re-triangulation process, each vertex and edge of every surface triangulation correspond to exactly one vertex and edge on every interrelated triangulation, respectively. Then, each set of correspondence vertices of the interrelated triangulations defines exactly one vertex in the base graph \( G_p \), and each set of correspondence edges of these triangulations specifies exactly one edge in \( G_p \).

Using the average model and the training shape examples, also generated in an automated fashion, are the local smoothness constraint values and surface separation constraint values. For example, from the curvature around a vertex \( v \) of a triangulated surface, the local smoothness parameters can be determined between the column associated with \( v \) and the columns associated with the adjacent vertices of \( v \) on the triangulated surface.

As for the second task, to detect surfaces in a target 3-D image \( T \), the AAM average model is positioned in \( T \) for a best possible initial matching of the sought objects. Next, the set of columns is created on which a vertex-weighted directed graph \( G \) is defined (segmentation in \( T \) is carried out by computing a minimum closed set in \( G \)). Each such column is associated with exactly one vertex of the base graph \( G_p \), and contains resampled information of the target image \( T \). WLOG, let a vertex \( v \) of \( G_p \) represent a sequence of correspondence vertices \( (v_1, v_2, \ldots, v_k) \) of the triangulations on \( k \) interrelated surfaces, where \( v_i \) \((v_{k+1}) \) is on the top (bottom) most surface. For \( v_i \), (\( v_{k+1} \), resampling in \( T \) is performed along the ray starting at \( v_i \) \((v_{k+1}) \) and going upwards (downwards) in the direction normal to the top (bottom) surface at \( v_i \) \((v_{k+1}) \). For every pair of \( v_i \) and \( v_{i+1} \), \( i=1, 2, \ldots, k-1 \), resampling occurs in \( T \) along the line segment \( v_i v_{i+1} \). If the topologies of the target surfaces are complicated (e.g., non-spherical), however, care must be taken to ensure that the resampled voxel information in different columns does not overlap.

After the set of columns (containing resampled voxel information in \( T \)) is obtained, the vertex-weighted directed graph \( G \) is built on these columns, using the local smoothness constraint and surface separation constraint information made available in solving task (1). \( G \) is the net surface network model for the sought surfaces in the image \( T \). The segmentation in \( T \) is then done optimally by finding a minimum closed set in \( G \).

In the 3-D AAM framework, a gradient descent method is used to generate an improved matching between the target objects in \( T \) and the appearance model, by repeatedly modifying its affine transformation, global intensity parameters, and appearance coefficients in a random fashion. Embodiments of the present invention, as described above, can be used effectively as a key procedure in this gradient descent optimization. That is, for each random perturbation of the model parameters, a set of optimal interrelated surfaces in \( T \) is computed by solving the second task with respect to the perturbed appearance model. This process is repeated until the result cannot be improved any further. Alternatively, the normal AAM gradient descent method can be applied to produce a converged segmentation of the sought surfaces in \( T \), and then solve the second task based on the resulting model parameters to finalize and optimize the surface segmentation in \( T \). The same approach applies to other, such as the first task, methods, e.g., when using an atlas-based a priori shape or a level-set localization.

1. Utilizing Shape Priors

Segmentation can also make use of known global features or properties of the target surfaces (such as their convexity or monotonicity). Note that the general image segmentation problem with a specified global shape feature is NP-hard, since even the case of optimally identifying a simply connected object (i.e., a simple polygon) in a 2-D image is NP-hard. On the other hand, the net surface model approaches can be extended to optimally detecting in 3-D and 4-D images several quite general classes of regions that satisfy certain convexity and monotonicity constraints. For example, an optimal region enclosed between two 3-D pyramid surfaces defined on the xy-plane such that the projections of the peak voxels of both the pyramids on the xy-plane have a non-empty overlap can be computed by using an extension of the net surface model for detecting multiple intersecting surfaces.

However, these classes of regions may still be too restrictive to model certain medical structures and organs.

Suppose an AAM average model and its shape variations specify the expected global features of the target surfaces. Then the segmentation proceeds as solving the first and second tasks above. Actually, the problem of detecting one optimal surface in the target image can be viewed as detecting two optimal interacting surfaces in the graph \( G \) (with some known local smoothness constraints and surface separation constraints on each voxel possibly on the sought surface), such that one of the two surfaces (i.e., the surface of the average model) is already given. Note that crossing between these two surfaces is allowed. Thus, this problem can be solved by the approaches of the present invention for detecting multiple interacting surfaces with incorporation of known local features. In fact, embodiments of the present invention can be generalized to dealing with the case where the total sum of weights of voxels in the region enclosed between these two surfaces is minimized. The problem of detecting \( k \geq 1 \) interacting surfaces with expected global features is solved in a similar manner, by formulating it as detecting \( 2k \) interrelated (possibly crossing) surfaces with specified local features (k of these surfaces are already fixed).

2. 4-D Extensions

To generalize the 3-D AAM based net surface network model approaches proposed above to 4-D medical images, the key is to extend the AAM approaches from 3-D to 4-D. Note that it is expected: that the net surface network model approach in accordance with the present invention will work in 4-D (in fact, in any d-D with integer d>0).

F. Design of Cost Functions for Optimal Surface Detection

Designing appropriate cost functions is of paramount importance for any graph-based segmentation method. The cost function usually reflects either a region-based or edge-based property of the surface to be identified.
1. Edge-Based Cost Functions

A typical edge-based cost function aims to accurately position the boundary surface in the volumetric image. Such a cost function may, e.g., utilize a combination of the first and second derivatives of the intensity function and may consider the preferred direction of the identified surface. Let the intensity image be \(I(x, y, z)\). Then, the cost \(c(x, y, z)\) assigned to the image voxel \(I(x, y, z)\) can be constructed as:

\[
c(x, y, z) = k \cdot \nabla I(x, y, z)
\]

(“Equation 2”) where \(c(x, y, z)\) is a raw edge response derived from the weighted \((\alpha)\) first and second derivatives of the intensity image, and \(\nabla I(x, y, z)\) denotes the edge orientation at location \((x, y, z)\) that is reflected in the cost function via an orientation penalty \(p(\nabla I(x, y, z))\). A position penalty term \(q(x, y, z)\) may be incorporated so that a priori knowledge about the expected border position can be modeled.

Note that while typical edge-based cost functions are of the form \(c(x, y, z) = \alpha \nabla I(x, y, z) + \beta \nabla^2 I(x, y, z)\), the smoothness is a hard constraint and is directly incorporated into the graph properties. The cost function parameters \((\alpha, \beta)\) are preferably optimized from the desired boundary surface positioning information in a training set of images.

2. Region Based Cost Functions

Incorporating regional information, which alleviates the sensitivity of the initial model and improves the robustness, is becoming increasingly important in image segmentation.

3. Integration of Edge- and Region-Based Cost Functions

One example of relevance is to detect two interacting surfaces \(S_1\) and \(S_2\) in the image \(I\) with \(S_1\) on top of \(S_2\), which divide \(I\) into three regions \(R_1\), \(R_2\), and \(R_3\) (FIG. 11a). The objective is to obtain \(S_1\) and \(S_2\) whose energy \(E(S_1, S_2)\) defined below, is minimized. \(E(S_1, S_2)\) has two components: the boundary energy \(E_{\text{boundary}}(S_1, S_2)\) and the region energy \(E_{\text{region}}(S_1, S_2)\) is the total cost of all voxels on \(S_1\) and \(S_2\). \(E_{\text{region}}(S_1, S_2)\) measures the global homogeneity regional properties, which can be modeled using continuous probability density functions. Thus, the region probabilities \(P_{R_1}(x)\), \(P_{R_2}(x)\), and \(P_{R_3}(x)\) that measure the likelihood of a given voxel preserving the expected regional properties of the considered classes \((R_1, R_2, R_3)\) can be assumed. Then,

\[
E_{\text{region}}(S_1, S_2) = \sum_{x \in S_1} g(P_{R_1}(I(x, y, z))) + \sum_{x \in S_2} g(P_{R_2}(I(x, y, z)))
\]

where \(g(*)\) is a positive monotonically decreasing function (e.g., Gaussian).

In one embodiment of the present invention, the net surface network model only considers minimizing the boundary energy. The model is powerful enough to accommodate the region energy as well by the integration of the edge- and region-based cost functions. Let \(c(x, y, z)\) denote the region-based cost assigned to the voxel \(I(x, y, z)\) which is used to search for surface \(S_i\) \((i = 1, 2)\). Based on the structure of the model, for \(i = 1, 2\),

\[
c_i(x, y, z) = \sum_{k=0}^{K} [g(P_{R_i}(I(x, y, k))) - g(P_{R_{i-1}}(I(x, y, k)))]
\]

4. Chan-Vese Cost Functional

In some applications, the object boundaries do not have to be defined by gradients. For example, a piecewise constant minimal variance criterion based on the Mumford-Shah functional was proposed by Chan and Vese to deal with such situations:

\[
e(S, \alpha_1, \alpha_2) = \int_{S} (I(x, y, z) - \alpha_1)^2 dx dy dz + \int_{\text{outside}(S)} (I(x, y, z) - \alpha_2)^2 dx dy dz
\]

The two constants \(\alpha_1\) and \(\alpha_2\) are the mean intensities in the interior and exterior of the surface \(S\), respectively. The energy \(e(S, \alpha_1, \alpha_2)\) is minimized when \(S\) coincides with the object boundary, and best separates the object and background with respect to their mean intensities.

The variance functional can be approximated using a per-voxel cost model, and in turn be minimized using the net surface model in accordance with the present invention. Since the application of the Chan-Vese cost functional may not be immediately obvious, detection of a terrain-like surface can be used as an example (in other cases, its unfolded image may be considered). WLOG, let a voxel on or below a feasible surface be viewed as being inside the surface; otherwise let it be outside the surface. Then, if a voxel \(I(x', y', z')\) is on a feasible surface \(S\), then all voxels \((x', y', z)\) on \(Col(x', y')\) with \(z < Z\) are inside \(S\), while all voxels \((x', y', z)\) with \(z > Z\) are outside \(S\). Hence, the voxel cost \(c(x', y', z')\) is assigned as the sum of the inside and outside variances computed in the column \(Col(x', y')\), as follows,

\[
c(x', y', z') = \sum_{x,y} [(I(x', y', z) - \alpha_1)^2 + (I(x', y', z) - \alpha_2)^2]
\]

5. Implementation of the Methods

The optimal surface determination in a volumetric image can be divided in three major steps: (1) construct the transformed weighted directed graph \(G_m\); (2) compute the minimum \(m\)-cut in \(G_m\); (3) recover the optimal surface from the source set of the computed minimum \(m\)-cut. The minimum \(m\)-cut problem and its dual, the maximum flow problem, are
classic combinatorial problems that can be solved by low-order polynomial time algorithms. The most commonly used algorithms can be classified into two categories: the augmenting path family and the push-relabel family.

Though the push-relabel algorithm is commonly considered to be the most efficient for many applied problems, it was shown by Boykov and Kolmogorov that their improved algorithm based on the augmenting path method is more efficient in a class of graphs frequently encountered in computer vision. In the context of surface detection research, execution times of the Boykov-Kolmogorov algorithm, the Edmonds-Karp augmenting path algorithm, and the push-relabel algorithm are compared in the performed experiments. This comparison will be similar to the timing tests performed for the feasibility assessment. The fastest performing algorithm will be chosen, with a possibility of identifying different algorithms of preference for the individual variants of the optimal surface detection approach (single/multiple surfaces; shape priors, topology changes). Choosing an appropriate graph representation is also an important factor with respect to memory efficiency. Therefore, the implicit arc representation can be used to address this. This representation utilizes the high regularity of the graph edges, since essentially all edges in the constructed graph are known implicitly from the smoothness and surface-separation parameters. Edges from and to the start and terminal vertices are considered auxiliary edges and therefore can be covered easily by the chosen graph representation. An implementation of the single surface segmentation using the implicit-arc representation in accordance with the present invention has shown a significant improvement over that using other graph representations. Thus, the implicit-arc representation can be used for the final implementation of multiple surface detection algorithms to improve both the running-time and memory efficiency.

In real-world surface detection tasks, large size image data sets may require very high computational costs. In order to achieve high performance on those datasets, the integration of the multi-scale approach into the net surface network model could be used, which enables the surface search to be confined to smaller image data sets thus improving the computational speed.

6. Validation/Performance Assessment

The utility of the systems and methods of the present invention are applicable in volumetric medical image data sets from CT, MR, and ultrasound. Image data as well as the expert-determined segmentations are available and their development does not require additional resources.

7. Data

The application of embodiments of the present invention demonstrates that the H developed method is highly general and applicable to virtually any imaging modality as well as to real-world medical image analysis problems. For example:

- 3-D and 4-D intravascular ultrasound (IVUS) images acquired during routine clinical coronary interventions—to identify lumen and external lamina surfaces in 3-D IVUS sequences, as well as to solve a 4-D problem of simultaneously segmenting these surfaces throughout the cardiac cycle (two interacting surfaces+time).

- 3-D prostate CT image data routinely acquired for radiation-therapy purposes—to delineate the prostate boundary as a pre-processing step for prostate-cancer treatment (single closed surface).

- 3-D cartilage MR image data of the human ankle—to identify bone and cartilage surfaces (multiple objects with closed surfaces and shape knowledge).

- 3-D segmentation of arterial layers in MR images of excised diseased human arteries—the goal is to determine the luminal surface, internal and external elastic lamina surfaces in excised human carotid, iliac, and femoral arteries, in 3-D and across bifurcations (multiple-surface problem, k=4).

- 3-D and 4-D cardiac MR images from normals and heart disease patients—the goal is to identify endo- and epicardial surfaces of the left and right ventricles in normal and diseased cardiac MR scans, both in 3-D and 4-D, i.e., simultaneously throughout the entire cardiac cycle (multiple surfaces+time).

- Volumetric 3-D and 4-D pulmonary CT images from normal and diseased human subjects—in order to segment inner and outer wall surfaces of intrathoracic airway trees (multiple surfaces+time).

II. Graph Search Applications with Objective Functions Incorporating “In-Region” Costs

As discussed above, a low-polynomial time graph based approach for the optimal multi-surface segmentation of 3-D or higher dimensional data is presented. In sum, the surface segmentation problem is transformed into that of finding a minimum-cost closed set in a constructed vertex-weighted geometric graph. The edges of the graph are defined so that each closed set in the graph corresponds to a feasible surface (or set of feasible surfaces). Furthermore, the vertex costs are assigned so that the cost of each closed set directly corresponds to the cost of the set of surfaces. The closed set with the minimum cost corresponding to the optimal set of surfaces is then determined by finding a minimum s-t cut in a closely-related graph, which is fundamentally different than “graph cut” approaches. The graph search applications use objective functions that incorporate on-surface costs.

While the edges of the graph are important in determining what it means for a surface to be feasible, it is the cost function that determines what set of surfaces is optimal. The cost of a set of surfaces is defined as a summation of cost values associated with voxels on the surfaces—the cost of a voxel with respect to a particular surface reflects the unlikelihood that the voxel would be part of the surface. While such on-surface costs can incorporate both image edge and regional information, the incorporation of regional information is often limited to a region immediately surrounding the voxel for which the cost is defined, especially in cases of multiple surface detection. In some applications, better cost functions could likely be defined if “true” regional information could be incorporated. This involves extending the definition of the cost of a set of surfaces to also include the summation of in-region cost values and on-surface cost values. The in-region cost value for a voxel associated with a particular region reflects the unlikelihood of that voxel belonging to the region.

The present invention also contemplates that regional information can be incorporated into the 3-D graph search. The present invention uses graph search applications that use objective functions that incorporate in-region costs. Incorporation of regional image information in a 3-D graph-theoretic approach provides for optimal multiple surface segmentation. By transforming the multiple surface segmentation task into finding a minimum-cost closed set in a vertex-weighted graph, the optimal set of feasible surfaces with respect to an objective function can be found.

For purposes of this application, segmentation of the foveal retinal layers of optical coherence tomography (OCT) images are used to illustrate incorporation of regional information into the 3-D graph search.
A. Optical Coherence Tomography (OCT) Imaging Background

Optical coherence tomography (OCT) is a relatively new imaging modality with micrometer resolution and cross-sectional imaging capabilities. OCT has become a prominent biomedical tissue imaging technique, particularly suited to ophthalmic applications and in other tissue imaging requiring micrometer resolution and millimeter penetration depth, although it has also been used for various art conservation projects to analyze different layers in a painting.

One of its most common uses is within the ophthalmology community, where the high-resolution cross-sectional images resulting from OCT scanners are used for the diagnosis and management of a variety of ocular diseases such as glaucoma, diabetic macular edema, and optic neuropathy. The macula and region surrounding the optic nerve are two locations commonly scanned. For purposes of this application, a macular scanning protocol is used that involves the acquisition of six linear radial scans in a spoke pattern centered at the fovea as shown in FIG. 15. FIG. 15 illustrates the macular scanning protocol. More particularly, FIG. 15(a) represents the right eye and 15(b) represents the left eye. FIG. 15(c) is a schematic view of a 3-D image where each color reflects one 2-D scan. An exemplary image using the macular scanning protocol is shown in FIG. 15(d).

Even though intraretinal layers are visible on macular scans, current commercial systems such as Stratus OCT-3, Carl Zeiss Meditec, Inc., Dublin, Calif., only segment and provide thickness measurements for the total retina. As each layer may be affected differently in the presence of ocular disease, an intraretinal layer segmentation approach can correlate the individual layer properties with a disease state. Using only on-surface costs in the graph search described above, the retina can be divided into five intralayers corresponding to six surfaces.

However, even though the graph search theoretically allows for the simultaneous detection of many surfaces, three interior surfaces are found in a sequential fashion because of the limitations of incorporating regional information into on-surface costs. Incorporating in-region costs allowed four interior surfaces to be found simultaneously. The intraretinal surfaces and layers found are shown in FIG. 16. FIG. 16(a) shows a 2-D image and 16(b) shows seven surfaces labeled 1 through 7 and six corresponding intralayers (labeled A through F). FIG. 16(c) shows 3-D visualization of surfaces 1, 3, and 5 of FIG. 16(b).

B. The Multiple Surface Segmentation Problem

In very general terms, the multiple surface segmentation problem can be thought of as an optimization problem with the goal being to find the set of surfaces with the minimum cost—such cost being edge and/or region based—so that a feasible surface set is found.

1. Feasible Surface Set

Considering a volumetric image I(x, y, z) of size XxYxZ, each surface of interest can be defined with a function f(x, y, z) mapping (x, y) pairs to z-values. It is also contemplated, however, that the graph search can be extended to work with closed surfaces. Associated with each (x, y) pair is a column of voxels in which only one of the voxels—the voxel at (x, y, f(x, y))—intersects the surface. Each column also has a set of neighbors. For example, a typical set of neighbors for the column associated with (x, y) are the columns associated with (x+1, y), (x-1, y), (x, y+1), and (x, y-1). Other neighborhood relationships are also possible. One common example is to add a "Circularity" neighbor relationship for images that are unwrapped from a cylindrical coordinate system. An example of this would be if the column associated with (0, z) is considered to be a neighbor to the column associated with (X-1, z).

A single surface is considered feasible if it satisfies certain smoothness constraints. In particular, if (x1, y1, z1) and (x2, y2, z2) are voxels on the surface from neighboring columns in the x-direction, then |x1 - x2| ≤ Δx, where Δx is a specified smoothness parameter. A similar constraint exists for neighboring columns in the y-direction (y1 - y2) ≤ Δy.

For a set of surfaces, additional constraints are added to model the desired relationships between the surfaces. For example, it may be known that one surface is always above another surface and that the distance between the surfaces is at least δx voxels, but no more than δy voxels. More specifically, for each pair of surfaces fi(x, y) and fj(x, y), a constraint may be added to require that δi ≤ |fi(x, y) - fj(x, y)| ≤ δj for all (x, y), where δi and δj are specified surface interaction parameters associated with the pair of surfaces. In general, a pair of surfaces may be allowed to cross, although crossing surfaces are not sensible when defining regional costs. Thus, it is assumed that δi and δj have the same sign.

In summary, a set of surfaces are considered feasible if each individual surface in the set satisfies the given smoothness constraints for the surface and if each pair of surfaces satisfies the surface interaction constraints.

2. Cost of a Feasible Surface Set

Given a set of n non-intersecting surfaces {f1(x, y), f2(x, y),…, fn(x, y)}, the surfaces naturally divide the volume into n+1 regions, as shown in FIG. 17. FIG. 17 illustrates schematic cost of two surfaces for the multiple surface segmentation problem wherein two surfaces divide the volume into three regions. Assuming the surfaces are labeled in increasing order, the regions can be labeled R1, R2, …, Rn, where Ri reflects the region that lies between surface i and surface i+1 with region boundary cases R0 and Rn being defined as the region with lower z-values than surface I and the region with higher z-values than surface n, respectively. Each voxel could thus have 2n+1 real-valued costs associated with it: n on-surface costs corresponding to the unlikeliness of belonging to each surface and n+1 in-region costs associated with the unlikeliness of belonging to each region. Letting cregi (x, y, z) represent the on-surface cost function associated with surface i and cregi (x, y, z) represent the in-region cost function associated with region i, then the cost Cif (xi, yi) = ∑ cregi (x, y, z) associated with the set of surfaces is

\[ C_i(x, y, z) = \sum_{x_0, y_0 \in f_i(x, y)} c_{\text{reg}}(x_0, y_0, z) \]

where

\[ C_i(x, y, z) = \sum_{x_0, y_0 \in f_i(x, y)} c_{\text{reg}}(x_0, y_0, z) \]

and

\[ C_i(x, y, z) = \sum_{x_0, y_0 \in f_i(x, y)} c_{\text{reg}}(x_0, y_0, z) \]

Cif (xi, yi) reflects the cost associated with voxels on surface i and Cregi reflects the cost associated with voxels belonging to region i. Thus, the multisurface segmentation problem includes finding the surface set {f1(x, y), f2(x, y), …, fn(x, y)} that minimizes a defined set of surfaces such that each surface individually satisfies the smoothness constraints and each pair of surfaces satisfies the given surface interaction constraints.
C. Transforming the Multiple Surface Segmentation Problem into the Minimum-Cost Closed Set Problem

As mentioned above, a directed graph \( G'=(V,E) \) can be defined such that each feasible surface set corresponds to a closed set in the graph. A closed set is subset VCS of the vertices \( V \) such that no edges leave the closed set. The cost of a closed set is the summation of the costs of all the vertices. Because of the direct correspondence between the vertices in the graph and voxels in the image, it is easiest to visualize the graph vertices as being organized as \( n \) volumes of vertices, one for each surface to be found. First, edges are added to each volume of vertices such that each closed set within this volume corresponds to a surface satisfying the given surface smoothness constraints. Essentially, the corresponding closed set includes all the vertices corresponding to the surface voxels plus all the “lower” vertices. This is done by adding two types of edges: intracolumn edges and intercolumn edges. The intracolumn edges ensure that all vertices below a given vertex within one column are also included in the closed set. The intercolumn edges ensure that the smoothness constraints are satisfied. Next, intersurface edges are added between the volumes of vertices to enforce the surface interaction constraints. This makes each non-empty closed set in the entire graph correspond to a feasible set of surfaces.

As an example, the added edges for one vertex associated with a voxel towards the center of the image—a vertex not involved in boundary conditions—is considered. It is associated with two intracolumn directed edges: one directed towards the vertex below it in the column and one from the vertex above it. Two intercolumn edges also exist for each neighboring column in the x-direction (y-direction): one directed to the vertex in the neighboring column having a z-value that is \( \Delta x \) (\( \Delta y \)) smaller and one from the vertex in the neighboring column having a z-value that is \( \Delta x \) (\( \Delta y \)) greater. Finally, for each corresponding column in the volume associated with a surface interaction constraint, two intersurface edges are associated with the vertex: one to the vertex in the corresponding column with a z-value that is \( \delta \) smaller and one from the vertex in the corresponding column with a z-value that is \( \delta \) smaller. Slightly different edges must be used in the boundary cases where those vertices do not exist.

The cost of each vertex in the graph is set such that the cost of each closed set corresponds to the cost within a constant of the set of sets. The weight \( w_i(x, y, z) \) of each vertex \( i \) \( (1, 2, \ldots, n) \) can be defined as the summation of a term related to the on-surface costs \( (w_{on-surf}(x, y, z)) \) and a term related to the on-region costs \( (w_{on-reg}(x, y, z)) \):

\[
0_{i}(x,y,z) = \begin{cases} 
    w_{on-surf}(x, y, z) & \text{if } z = 0 \\
    w_{on-reg}(x, y, z) & \text{otherwise}
\end{cases}
\]

For on-surface costs, the cost of each vertex is assigned the on-surface cost of the corresponding voxel minus the on-surface cost of the voxel below it:

\[
w_{on-surf}(x, y, z) = \begin{cases} 
    c_{surf}(x, y, z) & \text{if } z = 0 \\
    c_{surf}(x, y, z) - c_{surf}(x, y, z-1) & \text{otherwise}
\end{cases}
\]

For on-region costs, the cost of each vertex is assigned the on-region cost of the region below the surface associated with the vertex minus the in-region cost of the region above the surface associated with the vertex:

\[
w_{on-reg}(x, y, z) = c_{reg}(x, y, z-1) - c_{reg}(x, y, z).
\]

FIG. 18 illustrates why such a transformation works. As shown in FIG. 18, the assignment of in-region costs to vertices produces the desired overall cost. The cost of the closed set \( C(VCS) \) associated with surface \( i \) using the in-region costs becomes

\[
C(VCS) = \sum_{(x,y,z) \in \cup_{R_i} \cup_{R_{i+1}}} c_{reg}(x, y, z).
\]

Recognizing that many of costs associated with each individual region cancel when added together and the fact that \( \sum_{(x,y,z) \in \cup_{R_i} \cup_{R_{i+1}}} c_{reg}(x, y, z) \) is a constant \( K \), the cost for the closed set associated with the entire set of surfaces \( C(VCS) \) becomes

\[
C(VCS) = -K \cdot \sum_{(x,y,z) \in \cup_{R_i} \cup_{R_{i+1}}} c_{reg}(x, y, z),
\]

which, within a constant, is equivalent to the desired in-region component of the cost of the set of surfaces.

D. Application to OCT Intraretinal Layer Segmentation

1. Overall Segmentation Approach

To increase the signal to noise ratio on the macular OCT images, up to six raw macular series are first aligned and registered together, leaving one composite 3-D image for each eye. As a preprocessing step, a speckle-reducing anisotropic diffusion method is applied. Select boundaries are simultaneously found first using the graph search with on surface costs. The remaining boundaries are then simultaneously found using only in-region costs.

2. Surface Set Feasibility for Macular OCT Images

The acquisition setup of the macular scans (see FIG. 15) uses a discrete cylindrical coordinate system for each 3-D image—the z-axis coincided with the intersection of the six 2-D composite scans. The coordinates of each voxel could thus be described with the triple \( (r, \theta, z) \), where \( r \) reflected the distance of the voxel from the z-axis, \( \theta \) reflected the angular location of the voxel (12 values in 30 degree increments), and \( z \) reflected the row of the voxel in the corresponding 2-D image. With this coordinate system, voxels in the left half of each 2-D image had a different \( \theta \) value than those in the right half. For example, for the vertical 2-D scan shown in red in FIG. 15, voxels in the right half of the image had a \( \theta \) value of 90 while those in the left half had a \( \theta \) value of 270. Each surface is defined with a function \( f_r(\theta, 0) \), mapping \( (r, \theta) \) pairs to \( z \)-values. The base graph in FIG. 19 schematically shows the neighborhood relationship for the columns and the corresponding smoothness constraints. As shown in FIG. 19, the edges indicate neighborhood connectivity of one column at \( z \)-values at a \( (r, \theta) \) pair to another. More specifically, FIG. 19(a) is a base graph using cylindrical coordinates and FIG. 19(b) is a base graph using an unwrapped coordinate system.

In addition, surface interaction constraints are added between each pair of surfaces \( f_{i}\thinspace \thinspace (r, 0) \) and \( f_{i+1}\thinspace \thinspace (r, 0) \). Because of the different nature of the surfaces near the fovea where layers often become much thinner, the surface interaction constraints towards the center of the image (\( r \)-values less than fifteen) are correspondingly defined to allow for smaller distances between surfaces.

E. Surface Set Costs for Macular OCT Images

The on-surface cost functions for select surfaces, for example surfaces 1, 6, and 7 as shown in FIG. 16(b), each involve the combination of an edge term and a localized
region-based term. Thus, in-region cost terms are used for the simultaneous detection of the remaining interior surfaces, such as surfaces 2, 3, 4, and 5 as shown in FIG. 16(b).

Motivated by the observation that the intensity of each of the five interior regions could be described as being dark, medium, or bright, such as region A is bright, region B is medium, region C is dark, region D is medium, region E is dark, the in-region cost values are set based on fuzzy membership functions. Based on Gaussians, each membership function mapped a normalized image intensity value to a value between 0 and 1, with higher values reflecting a greater likelihood of belonging to the particular intensity group. The corresponding cost value is then defined as one minus the membership value. FIG. 20 shows a plot of these membership functions and corresponding cost values. More specifically, the dark membership function, darkmem(x), is defined as

\[
darkmem(x) = \begin{cases} 
\frac{1}{e^{-\alpha(x-a)^2/2}} & \text{for } x \leq a + \Delta d \\
0 & \text{for } x > a + \Delta d 
\end{cases}
\]

the medium membership function, medmem(x), is defined as

\[
medmem(x) = \begin{cases} 
\frac{1}{e^{-\alpha(x-c_m-a)^2/2}} & \text{for } x < c_m - \Delta m \\
1 & \text{for } c_m - \Delta m \leq x \leq c_m + \Delta m \\
\frac{1}{e^{-\alpha(x-c_m+b)^2/2}} & \text{for } x > c_m + \Delta m 
\end{cases}
\]

and the bright membership function, brightmem(x), is defined as

\[
brightmem(x) = \begin{cases} 
\frac{1}{e^{-\alpha(x-a)^2/2}} & \text{for } x < 1 - \Delta b \\
1 & \text{for } x > 1 - \Delta b
\end{cases}
\]

The precise membership functions used are described by the five parameters \(\Delta a\), \(\Delta m\), and \(\Delta b\), and \(a\), although other parameters are contemplated. To allow for varying membership functions for each image, \(\Delta a\), \(\Delta m\), and \(\Delta b\) are estimated from the image data by computing the mean intensity value of regions that are assumed to have a dark, medium, or bright intensity. For example, upon determining surfaces 1, 6, and 7, the assumed dark region is estimated as 50-70 \(\mu m\) above surface 7, the assumed medium region is estimated as a 40-60 \(\mu m\) below surface 1 (not including the middle voxels closest to the fovea), and the assumed bright region is estimated as 0-24 \(\mu m\) below surface 7.

F. Experimental Methods for OCT Intraretinal Segmentation

The intraretinal layer segmentation algorithm is applied to fast macroscopic scans from twelve subjects with unilateral chronic anterior ischemic optic neuropathy. The unilateral nature of the disease allows data for twenty-four eyes, twelve of which were affected by optic neuropathy, twelve of which were not. In almost all cases (21 of 24 eyes), six repeated series (6x6=36 raw scans) are used to create the 3-D composite image for each eye. Each of the remaining three eyes use fewer than six repeated series to create the 3-D composite image. The resulting twenty-four 3-D composite images each comprise of six composite 2-D scans (144 total composite 2-D scans) of size 128x1024 pixels. The physical width and height of the 2-D raw scans, as well as the composite scans, is 6 mm x 2 mm, resulting in a pixel size of approximately 50 \(\mu m\) (horizontally) x 2 \(\mu m\) (vertically).

Visible borders from one raw scan of each eye is independently traced by two human experts with the average of the two tracings as the reference standard. The algorithmic result on the corresponding composite 2-D scan is converted into the coordinate system of the raw scan—reversely transforming the alignment/registration—and the mean and the maximum unsigned border positioning errors for each border are computed. The middle 30 pixels are not included to exclude the fovea and errors are not computed for scans in which boundaries are not visible, determined by at least one human expert. The unsigned border positioning errors are also computed using one observer as a reference standard for the other. For each border, a paired t-test is used to test for significant differences in the computed mean border positioning errors, for example, p-values < 0.05 are considered significant.

G. OCT Intraretinal Segmentation Results

The computed unsigned and maximal border position errors for twenty-four scans are summarized in Table 1:

<table>
<thead>
<tr>
<th>Algorithm vs Avg. Observer</th>
<th>Observer 1 vs Observer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Border</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>4.0 ± 1.2</td>
</tr>
<tr>
<td>2a</td>
<td>11.2 ± 5.2</td>
</tr>
<tr>
<td>3a</td>
<td>10.0 ± 4.7</td>
</tr>
<tr>
<td>4a</td>
<td>10.4 ± 5.1</td>
</tr>
<tr>
<td>5</td>
<td>9.1 ± 6.5</td>
</tr>
<tr>
<td>6</td>
<td>3.5 ± 2.0</td>
</tr>
<tr>
<td>7</td>
<td>7.8 ± 2.5</td>
</tr>
</tbody>
</table>

Except for the unsigned border positioning errors for surface 2 and surface 4—which both were significantly greater—p < 0.001 and p < 0.04, respectively—the computed mean errors for all the surfaces are significantly lower or not significantly different from that of the human experts—p < 0.001 for surface 1; p < 0.11 for surface 3; p = 0.80 for surface 5; p = 0.001 for surface 6; p = 0.004 for surface 7. All borders combined, the overall mean unsigned border positioning error for the algorithm is 7.8 ± 5.0 \(\mu m\) with an overall maximum unsigned border positioning error of 24.7 ± 12.9 \(\mu m\). This is comparable to the overall mean and maximum border positioning errors computed by the human experts—8.1 ± 3.6 \(\mu m\) and 22.8 ± 9.2 \(\mu m\), respectively—and with the true 9-10 \(\mu m\) resolution of the OCT imaging system. FIG. 21 shows an exemplary result of a 2-D scan from one of the 3-D images.

Thus, in-region cost terms may be added to the optimal 3-D graph search approach as illustrated above with respect to the intraretinal layer segmentation of macular OCT images. For purposes of this application, the interior surfaces were found using only in-region cost terms, although, it is contemplated that incorporating both on-surface and in-region cost terms provides better segmentation than using each cost term alone.

III. Graph Search Applications with Objective Functions Minimizing Interclass Variance

While edges defined by image gradients are commonly used for segmentation, many object boundaries in medical image data may lack strong edges, e.g., when multiple adjacent objects with similar intensity profiles are present in an image. Image segmentation having the capability of handling
weak edges is crucially important in medical image analysis. Chan and Vese proposed an active original contour model without using image gradient, which is based on a piecewise constant minimal inter-class variance criterion of the Mumford-Shah functional. The energy function is modeled by:

\[
E(S) = \int_{S_{	ext{inside}}} |u(x,y,z) - c_1|^2 \, dx \, dy \, dz + \int_{S_{	ext{outside}}} |u(x,y,z) - c_2|^2 \, dx \, dy \, dz
\]

where \(u_0\) is the image, \(S\) is a variable boundary surface, and the constants \(c_1, c_2\), depending on \(S\), are the averages of \(u_0\) inside and outside \(S\), respectively. This energy function is referred as the “fitting term” of the energy function used by the Chan-Vese model, which is capable to produce promising results. However, the Chan and Vese’s original method lacks the ability of finding the global optimality.

The present invention develops a novel algorithm which can find globally optimal solution to segmentation by minimizing the inter-class variance. The developed approach detects an optimal region between two smooth surfaces in a volumetric image in a low-order polynomial time. The present invention shows that the optimal solution can be obtained via the construction of the convex hull for a set of \(O(n)\) known 2-D points using the shape probing technique in computational geometry, where \(n\) is the size of the input image. The probing oracles are implemented using graph search applications. The interclass variance can then be minimized by a sequence of calls to the minimum s-t cut algorithm.

A. Problem Modeling

Letting \(I\) be a given 3-D volumetric image of \(n\times X \times Y \times Z\) voxels, where \(X, Y,\) and \(Z\) denote the image sizes in \(x, y,\) and \(z\) directions, respectively. The intensity level of every voxel \((x,y,z)\) (\(1 \leq x \leq X, 1 \leq y \leq Y,\) and \(1 \leq z \leq Z\)) is denoted by \(I(x,y,z)\). Without loss of generality (WLOG), the desired region, or target object, \(R\) is considered to be bounded by two coupled terrain-like surfaces, \(S_1\) and \(S_2\), and oriented as shown in FIG. 22. Each of the bounding surfaces intersects with exactly one voxel of every column parallel to the \(z\)-axis. An optimal region is detected by minimizing the inter-class variance among all feasible regions that can be defined in the 3-D volumetric image \(I\). Letting \(\mu_0\) be the average intensity of the desired region \(R\) and letting \(\mu_1\) be the background \(\overline{R} = \overline{I} - R\), that is

\[
\mu_0 = \frac{1}{|R|} \sum_{(x,y,z) \in R} I(x,y,z)
\]

and

\[
\mu_1 = \frac{1}{|\overline{R}|} \sum_{(x,y,z) \in \overline{R}} I(x,y,z)
\]

The discretized inter-class variance is

\[
E_{CV}(R) = \sum_{(x,y,z) \in R} (I(x,y,z) - \mu_0)^2 + \sum_{(x,y,z) \in \overline{R}} (I(x,y,z) - \mu_1)^2.
\]

The feasibility of a region in \(I\) is constrained by two sets of application-specific parameters: (1) surface smoothness parameters, \(\Delta_x\) and \(\Delta_y\), and (2) surface separation parameters, \(\delta_i\) and \(\delta_q\). The surface smoothness parameters guarantee the continuity of the bounding surfaces of \(R\). More precisely, if \((x,y,z)\) and \((x+1,y,z)\) are two voxels on a feasible bounding surface, then \(|z-z'| \leq \Delta_x\). Likewise, if \((x,y,z)\) and \((x,y+1,z)\) are two voxels on a feasible bounding surface, then \(|z-z'| \leq \Delta_y\). The surface separation parameters ensure that the two bounding surfaces, \(S_1\) and \(S_2\), of the desired region \(R\) are at a certain distance range apart, that is, for every pair \((x,y)\), \((x+1,y)\) \(\in S_1\), \((x,y)\) \(\in S_2\) \(\Delta = \delta_i\).

B. The Algorithm

Although minimizing the inter-class variance for general object shapes is computationally intractable, a method to optimally detect the region bounded by two coupled terrain-like or cylindrical surfaces in low-order polynomial time is presented by using the techniques of parametric search, hand probing in computational geometry, and the graph search method discussed above.

Letting

\[
\mu = \frac{1}{n} \sum_{(x,y,z) \in I} I(x,y,z)
\]

be the average intensity of the entire image \(I\). It is known that minimizing the inter-class variance \(E_{CV}(R)\) is equivalent to the maximization of the following objective function,

\[
V(R) = R(\mu_0 - \mu)^2 + R(\mu_0 - \mu)^2.
\]

The equivalency of the two objective functions can be shown by comparing

\[
E_{CV}(R) = \sum_{(x,y,z) \in R} (I(x,y,z) - \mu_0)^2 + \sum_{(x,y,z) \in \overline{R}} (I(x,y,z) - \mu_1)^2
\]

\[
= \sum_{(x,y,z) \in R} I(x,y,z)^2 - 2\mu_0 \sum_{(x,y,z) \in R} I(x,y,z) + n\mu_0^2 + \sum_{(x,y,z) \in \overline{R}} I(x,y,z)^2 - 2\mu_1 \sum_{(x,y,z) \in \overline{R}} I(x,y,z) + n\mu_1^2
\]

\[
= \sum_{(x,y,z) \in R} I(x,y,z)^2 - |R|\mu_0^2 + \sum_{(x,y,z) \in \overline{R}} I(x,y,z)^2 - |\overline{R}|\mu_1^2
\]

with

\[
V(R) = -\mu_0^2 + \frac{2\mu_0}{|R|} \sum_{(x,y,z) \in R} I(x,y,z) - \mu_0^2 + \frac{2\mu_1}{|\overline{R}|} \sum_{(x,y,z) \in \overline{R}} I(x,y,z) - \mu_1^2
\]

\[
= \sum_{(x,y,z) \in R} I(x,y,z)^2 - |R|\mu_0^2 + \sum_{(x,y,z) \in \overline{R}} I(x,y,z)^2 - |\overline{R}|\mu_1^2
\]

Minimizing \(E_{CV}(R)\) is the same as maximizing \(V(R)\). Note that the objective function \(V(R)\) is invariant if \(I(x,y,z)\) is replaced by \(I(x,y,z) - \mu\) for every voxel \((x,y,z)\) in \(I\). WLOG, assume that \(\mu = 0\) and, accordingly,

\[
V(R) = |R| \left( \frac{U(R)}{|R|} \right)^2 + |\overline{R}| \left( \frac{-U(R)}{|\overline{R}|} \right)^2 = \frac{n}{|R|} |R| U(R)^2.
\]

where \(U(R) = \sum_{(x,y,z) \in R} I(x,y,z)\). Hence, WLOG, assume \(U(R) \geq 0\), and thus minimizing \(E_{CV}(R)\) is equivalent to maximizing

\[
D(R) = \frac{U(R)}{\sqrt{|R|(|R| - |R|)}} = \frac{U(R)}{\sqrt{|R|(|R| - |R|)}}.
\]

1. Overview of the Algorithm

The basic idea is that for any given integer \(n\) (\(0 \leq n \leq n\)), there is a feasible region \(R^*(n)\) of size \(n\), that maximizes the total sum of intensity of all pixels in the region, denoted by \(U(R^*(n))\). Plotting these \((n, U(R^*(n)))\) pairs on a \(R^1 - U(R)\) plane forms a set of points. It is contemplated that it may not
be necessary to compute all points in P. Here, a classical concept in computational geometry, called convex hulls, plays an important role. The convex hull CH(P) of a set P is the smallest convex polygon which contains P and all of whose vertices are points in P. Then, the following lemma holds.

Lemma 1. The point \((R^*, U(R^*))\) defined by an optimal region \(R^*\) in I (i.e., \(D(R^*) = \max_{D(R)}\)) must be a vertex of the convex hull CH(P). Proof. Let \(\alpha = -U(R^*), VR^* = (n-IR^*).\) Consider the curve \(\bar{\xi} = \alpha - VR^*x(n-x)\) in the 2-D region I(RU). Since \(U(R^*) = \alpha - VR^*\), the point \((R^*, U(R^*))\) is on the curve \(\bar{\xi}\). Notice that \(\alpha = \max_{R} \{U(R) - VR(n-IR)\}\). Thus, for any region \(R^*\) bounded by two coupled smooth surfaces, \(U(R^*) = \max_{R} \{U(R) - VR(n-IR)\}\). Therefore, every point \(n_{\text{opt}}\) \((R^*, n_{\text{opt}})\) lies below or on the curve \(\bar{\xi}\) as shown in FIG. 23. Furthermore, due to the convexity of \(\bar{\xi}\), all points in P lie below or on the tangent line \(\bar{\xi}\) at the point \((R^*, U(R^*))\). Hence, \((R^*, U(R^*))\) is a vertex of the upper chain UH(P) of the convex hull CH(P) of P.

Thus, finding the optimum can be simplified by examining all the convex hull vertices. However, directly computing the hull vertices of CH(P) appears to be quite involved. Inspired by the shape probing method, which can be viewed as recognizing a convex polygon by “touching with lines,” the following probing oracle is used to construct CH(P) when the coordinates of the points in P are known.

Given a slope \(\theta\), the tangent line with slope \(\theta\) to CH(P) and the tangent point are reported. Using this probing oracle, the convex hull CH(P) can be constructed. By starting with slopes \(+\infty\) and \(-\infty\) to find the two endpoints of P, which are the leftmost and rightmost points. The leftmost and rightmost points are always \((0,0)\) and \((n,0)\) in this algorithm. Note that the convex hull P actually is an upper convex chain. Now suppose two vertices \(u\) and \(v\) on the hull have been computed and there is no vertex of P between \(u\) and \(v\) thus far. Letting \(\theta\) be the slope of the line through \(u\) and \(v\) probing oracle is performed with respect to \(\theta\) as shown in FIG. 24. Consequently, either a new vertex on P between \(u\) and \(v\) is found or the fact that \(uv\) is an edge of P is known. Thus, employing a probing oracle results in either a new vertex or a new edge of P, the convex hull CH(P) with \(k\) vertices can be computed with \(O(k)\) probing oracles.

A major challenge is to calculate this oracle for a given slope \(\theta\). The parametric approach in computational geometry is utilized. For a given real-valued parameter \(\theta\), the parametric intensity sum of a region R as the sum of intensities of all pixels in R minus \(\theta I(R)\) (i.e., \(U(R) - \theta I(R)\)) is defined, denoted by \(U_{\theta}(R)\). As shown below in Lemma 2, the tangent point of the probing oracle corresponds to the optimal feasible region with a maximized intensity sum in the parametric image \(I(\theta)\). This last step of the optimal-region-finding process can be modified and then solved using the graph search method discussed above.

Thus, the algorithm can be summarized as follows.

Main

Input to the Main program is the image I. Inputs to the subroutine HandProbe are the parametric image I, the size coordinates, and intensity sum coordinates of two points on the convex hull CH(P) on the \(|R|-U(R)\) plane. The subroutine HandProbe finds the hull vertices between the two input points. The slope \(\theta\) is calculated and used to find the tangent point by finding the optimal region in \(I_{\theta}\) -- the parametric image calculated in \(I_{\theta} = 1\). If a new hull vertex is found between the two input points, the program recursively computes the hull vertices in the left and right intervals. The program Main computes the whole UH(P) between \((0,0)\) and \((n,0)\).

2. Implementation of the Probing Oracle

Given a real-valued parameter \(\theta\), which is output by the shape probing procedure, the total sum of the parametric intensity of a desired region \(R(\theta)\) is defined as \(U_{\theta}(R(\theta)) = \Sigma_{x,y \in R(\theta)} I(x,y)\). The probing oracle can be implemented by computing in \(\theta\) an optimal region \(R^*(\theta)\) whose parametric intensity sum \(U_{\theta}(R^*(\theta))\) is maximized. \(R^*(\theta)\) is called an optimal parametric region associated with the parameter \(\theta\).

Lemma 2. There exists a tangent line to CH(P) at the point \((n_{\text{opt}} U(R_{\text{opt}}))\) with a slope \(\theta\) if and only if \(|R^*(\theta)| = n_{\text{opt}}\) and \(U(R^*(\theta)) = U(n_{\text{opt}})\). Proof. Suppose that \(\gamma = 0<\infty\) is a tangent line to CH(P) at the point \((U(R^*(\theta)))\). This implies that \(\gamma = U(R^*) = \gamma = U(R^*)\). Since \(U(R^*) = \gamma = \gamma = k\). Then \(U(H(P))\) is the upper chain of the convex hull CH(P). Thus for any \(k\), the point \((k,0)\) on \(I\) is on or above \(U(H(P))\). Alternatively, \(k \in U(R^*)\), that is, \(U(R^*) = k\). Therefore, \(\gamma = \gamma = \gamma = k\). Hence, the region \(R^*(\theta)\) achieves \(\max_{R} \{U(R^*)\}\).

Since \(R^*(\theta)\) is an optimal desired region with \(R^*(\theta) = k\) and \(U(R^*(\theta)) = \max_{R} \{U(R^*)\}\) this results in \(U(R^*(\theta)) = U(R^*)\). The fact that \(R^*(\theta) = \gamma\) indicates that, for any coupled-surfaces-bounded region \(R(\theta)\), if \(R(\theta) = \gamma\), then \(U(R(\theta)) = I(R(\theta)) = U_{\theta}(R(\theta))\). Thus, for any \(k\), \(U(R^*) = k^0 \leq U_{\theta}(R^*)\). Based on the assumption that \(U(R^*(\theta)) = U(R^*)\) and \(|R^*(\theta)| = k\), \(U(R^*) = k^0 \leq U_{\theta}(R^*)\) for any \(k\). A line \(L = y = 0<\infty\) with \(b = U(R^*) = 0\) is considered. The point \((U(R^*))\) is on the line \(L\) and the point \((k, U(R^*))\) is on or below the line \(L\) for any \(k\). Hence, line \(L\) is a tangent line to \(CH(P)\) at the point \((U(R^*))\) with a slope \(\theta\).

Consequently, for a given slope \(\theta\), an optimal parametric region \(R^*(\theta)\) bounded by two coupled terrain-like surfaces in \(I\) needs to be computed. If the size of \(R^*(\theta)\) is \(n_{\text{opt}}\) based on Lemma 1, the line \(L = y = \gamma = 0<\infty\) \((0\leq I(R^*))\) is a tangent line to CH(P) at the point \((n_{\text{opt}} U(R))\) with slope \(\theta\). Letting \(n_{\text{opt}} = R^*(\theta)\), a hull vertex on CH(P) is recognized. Next, an efficient algorithm for computing such an optimal parametric region \(R^*(\theta)\) in \(I\) is developed.

3. Computing an Optimal Parametric Region

Given a parameter \(\theta\), the problem of computing an optimal parametric region \(R^*(\theta)\) in \(I\) is transformed as finding two coupled terrain-like 3-D surfaces on the transformed images while minimizing the total sum of the cost on both surfaces. This coupled terrain-like surfaces detection problem can be solved by using the graph search method presented above.

First, performing the following transformations on the image I:

\[ f(x, y, z) = \begin{cases} 0 & \text{if } z = 0; \\ \sum_{z = 0} \text{otherwise}; \end{cases} \]
Hence, for any feasible region \( R(\theta) \) bounded by two coupled terrain-like surfaces, \( S_{p} \) and \( S_{n} \), with \( S_{p} \) on top of \( S_{n} \),

\[
\sum_{(x, y) \in S_{p}} I_{x}(x, y, z) + \sum_{(x, y) \in S_{n}} I_{x}(x, y, z) = -L_{y}(R(\theta)).
\]

Note that both bounding surfaces \( S_{p} \) and \( S_{n} \) satisfy the smoothness constraint and the surface separation constraint.

In this way, the optimal parametric region problem is transformed into a surface detection problem, which can be solved using the graph search method presented above.

**Lemma 3.** For a given \( \theta \), an optimal parametric region \( R^*(\theta) \) in \( I \) can be computed in \( O(T(n)) \) time. In summary, it suffices to compute the convex hull \( CH(P) \) to detect in \( I \) an optimal region while minimizing the inter-class variance by **Lemma 1**. Based on Lemma 2 above, all vertices on \( CH(P) \) can be obtained by performing \( O(n) \) probing Oracle steps. Each probing oracle can be implemented in \( O(T(n)) \) time by **Lemma 3**. Thus, the total running time of the algorithm for minimizing the Chan-Vese cost functional is \( O(nT(n)) \). However, in experimentation, the number of the probing oracle steps performed is much less than \( n \).

**C. Experiments**

1. **Data**

To validate the correctness of the modeling techniques, the present invention was tested on a set of computer-generated phantoms containing differently textured regions or shapes, with sizes of \( 256 \times 256 \times 3 \) voxels.

To show the performance of the present invention in segmentation and to quantitatively analyze the result, a physical phantom was imaged by multi-detector CT and analyzed using the method discussed herein. The phantom contained six plexiglass tubes, numbered 1 through 6, with nominal inner diameters of 1.98, 3.25, 6.40, 6.50, 9.50 and 19.25 mm, respectively. The corresponding outer diameters are 4.45, 6.30, 9.70, 12.60, 15.60 and 25.50 mm, respectively. The phantom was scanned using Philips MX8000 4-slice CT scanner with 3 different scan settings such as low dose, regular dose, and high dose. Under each setting, the scans were taken at four distinct angles of 0°, 5°, 30°, and 90°, rotated in the coronal plane, resulting in a total of twelve datasets for use in the validation. The regular dose scanning was intentionally repeated, yielding another four datasets used for initial calibration of the cost functions. In all cases, a resolution of 0.39×0.39×0.6 mm³ was used, images consisted of 200-250 slices, 512×512 pixels each.

To demonstrate the utility of the invented method in quantitative analysis of human pulmonary CT images, the method was applied to concurrently segmenting the inner and outer wall surfaces of intrathoracic airways imaged by multi-detector CT. Twenty sets of human pulmonary CT images are used for the experiments.

2. **The Cost Functions**

Cost function design is very important in graph based segmentation. Since the invented method minimizes the inter-class variance, a cost function reflecting the homogeneity is good for experimentation. In most of the experiments, the intensity or the linear transformation of the intensity is used as the cost of a voxel. For the texture related phantom images, the orientation or curvature information is added to the cost function. For the clinical data, estimated position information from other segmentation method is combined with the voxel intensities to form the cost function.

3. **Performance Indices**

Surface detection accuracy is determined in physical phantoms in comparison with the independent standard. The mean signed surface positioning errors are computed and expressed in micrometers. Corresponding points are defined as pairs of points, the first point being from a computer detected border and the second point from the reference standard border that are closest to each other using the Euclidean distance metric. The local positioning errors are defined as the minimum distance from each computer-detected border pixel to reference standard.

4. **Results**

1. **Computer Phantoms**

**FIG. 26** shows computer phantoms and segmentation results obtained by the algorithm according to the present invention. The objects and background are differentiated by their different textures. The curvature and edge orientation in each slice are used as descriptions of the patterns for the cost functions. Chan and Vese’s original method is also performed on the same cost function, which produced similar results.

2. **Accuracy and Efficiency Assessment in Physical Phantom Tube**

The mean signed surface positioning errors of inner and outer walls are 0.013±0.2750 mm and −0.011±0.2976 mm, respectively, given a voxel size of 0.309×0.390×0.6 mm³. In these experiments, less than 5% of the points on the |R|=|U(R)| plane are on the convex hull \( CH(P) \).

Using the original Chan and Vese’s method and the same cost function, the mean signed surface positioning errors of inner and outer walls are 0.311±0.0940 mm and 0.097±0.0640 mm, respectively. Comparing with Chan and Vese’s method, the method according to the present invention has higher accuracy but lower consistency.

3. **Applications to Human Pulmonary CT Images**

While inner airway wall surfaces are well visible in CT images, outer airway wall surfaces are very difficult to segment due to their blurred and discontinuous appearance. **FIG. 27** shows segmented inner and outer walls of human pulmonary airways imaged with multi-detector CT according to the present invention. As shown in **FIG. 27**, the results revealed a high accuracy and 3-D consistency. Compared to the manual tracing-defined independent standard, the invented method yields signed border positioning errors of 0.4217 voxels and −0.1269 voxels for inner and outer boundaries, respectively. The corresponding unsigned errors were 0.6572 voxels and 0.5720 voxels.

The invention has been described with reference to the preferred embodiments. Obviously, modifications and alterations will occur to others upon reading and understanding the preceding detailed description. It is intended that the invention be construed as including all such modifications and alterations insofar as they come within the scope of the appended claims or the equivalents thereof.

What is claimed is:

1. A method for multi-object image analysis comprising:
   a. representing n-dimensional image data as an m-dimensional structure;
   b. calculating a cost functional related to the m-dimensional structure;
   c. specifying the smoothness constraints of boundary surfaces of the m-dimensional structure;
   d. pre-segmenting the m-dimensional structure to obtain an approximation of one or more unknown surfaces;
   e. creating a mesh surface of the m-dimensional structure;
f. resampling the n-dimensional image data along a ray intersecting every vertex of the mesh surface to obtain a plurality of voxel vectors;
g. using the plurality of voxel vectors to build a graph; and
h. segmenting the graph to detect one or more surfaces representing object boundaries.
2. The method of claim 1 wherein n-dimensional image data represents a medical image.
3. The method of claim 1 wherein n-dimensional image data represents an optical coherence tomography (OCT) image.
4. The method of claim 1 wherein n-dimensional image data represents an ultrasound image.
5. The method of claim 1 wherein said segmenting step is performed in an optimal fashion with respect to the cost functional.
6. The method of claim 1 wherein said segmenting step is performed using an optimal multi-object graph-search approach.
7. The method of claim 1 wherein the multiple objects exhibit properties of a layered structure of individual layered surfaces.
8. The method of claim 7 wherein said segmenting step is performed via identification of individual layered surfaces.
9. The method of claim 7 wherein said segmenting step is performed simultaneously for at least two individual layered surfaces.
10. The method of claim 1 wherein said calculating step further comprises the step of determining the cost functional as at least one of the following: one or more regional cost term(s), one or more edge-based cost term(s), and one or more shape-based cost term(s) reflecting shape of one or more layered structures.
11. The method of claim 10 wherein the one or more regional cost term(s) represent regional properties of the multiple objects.
12. The method of claim 10 wherein said determining step further comprises the step of augmenting the cost terms by at least one of the following: features resulting from formal feature selection; features identified from training the method of said calculating step and said specifying step on a set of training examples, features identified by optimizing a metric, expert-designed features, optimally-derived inter-class variance features, features derived from other imaging modalities, and other features directly or indirectly related to the segmented objects.
13. The method of claim 10 wherein said determining step further comprises the step of optimizing a segmentation performance metric wherein the metric consists of at least one of the following: comparison of the segmentation to that of human experts, comparison of the segmentation to segmentations obtained using other imaging modalities, and other measurements directly or indirectly related to the segmented objects.
14. The method of claim 1 wherein said segmenting step is performed using a graph-search approach.
15. The method of claim 14 wherein the graph-search approach includes at least one non-uniform on-surface cost term.
16. The method of claim 14 wherein the graph-search approach includes at least one in-region cost term.
17. The method of claim 16 wherein the in-region cost term is determined by a cost of a vertex.
18. The method of claim 17 wherein the cost of the vertex is a first in-region cost of a first region on a first side of a surface associated with the vertex subtracted from a second in-region cost of a second region on a second side of the surface associated with the vertex.
19. The method of claim 1 wherein said segmenting step further comprises the step of defining properties of the multiple objects quantitatively.
20. The method of claim 19 wherein the quantitatively defined properties of the multiple objects is exported as a report and stored on any storage media including paper, computer disk, and may further be transmitted.
21. The method of claim 19 wherein said defining step is a combination of at least one of the following: morphologic characteristics, textural characteristics, and functional characteristics.
22. The method of claim 21 wherein the said characteristics represent properties of the entire layered surface or layered structure, or a portion or portions thereof.
23. The method according to claim 19 wherein the quantitatively defined properties of the multiple objects is visualized in a form corresponding to a representation of a segmented layer of the original n-dimensional image.
24. The method of claim 12 wherein the optimally-derived inter-class variance features include an optimal target object that minimizes the inter-class variance.
25. The method of claim 24 wherein the optimal target object is a region encircled by at least one smooth z-monotone surface.
26. The method of claim 25 wherein the at least one smooth z-monotone surface satisfies at least one of the following: surface intersection with any line parallel to z-axis is either exactly one point or empty, and any two coupled surfaces satisfy one or more separation constraints.
27. The method of claim 25 wherein the at least one smooth z-monotone surface is a surface satisfying a smoothness constraint.
28. The method of claim 25 wherein the optimal target object that minimizes the inter-class variance is a target object maximizing a metric.
29. The method of claim 28 further comprising the step of computing the convex hull of a set P of unknown points for the target object maximizing the metric.
30. The method of claim 29 wherein said computing step includes the step of processing all hull vertices and edges.
31. The method of claim 30 wherein said processing step includes the step of performing shape probing using a probing omule.
32. The method according to claim 31 wherein said performing step includes the step of generating a series of slopes from the computed hull vertices for each slope to compute either a new hull vertex or to form a hull edge.
33. The method of claim 31 wherein said performing step includes the step of reporting the tangent line with slope 0 to the convex hull of P and the tangent point for a given slope 0.
34. The method of claim 33 wherein said reporting step includes the step of searching for the graph on the corresponding transformed image of the slope 0.