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ABSTRACT
A method, computer program product and system are provided for modeling non-controllable parameters affecting system performance. The method may include receiving historical values for each of a plurality of system parameters and grouping the system parameters into controllable, non-controllable, and performance parameters. The method may further include determining a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters and, for each predictor in the first set, determining optimal time instances at which a value of each predictor is measured using non-uniform time scales. These optimal time instances may then be saved as a second set of predictors. One or more constraints may then be established for each of the controllable parameters. Finally, a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters may be constructed and optimized.
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**FIG. 1**

Symbol Table:

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_i$</td>
<td>THE $i^{th}$ CLUSTER</td>
</tr>
<tr>
<td>$c_i$</td>
<td>THE CENTROID OF CLUSTER $C_i$</td>
</tr>
<tr>
<td>$K$</td>
<td>THE NUMBER OF CLUSTERS</td>
</tr>
<tr>
<td>$q_i$</td>
<td>THE NUMBER OF POINTS IN $C_i$</td>
</tr>
</tbody>
</table>

**FIG. 2**
<table>
<thead>
<tr>
<th>EXP DATA SET</th>
<th>START TIME STAMP</th>
<th>END TIME STAMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8/29/04 12:00 AM</td>
<td>9/4/04 11:59 PM</td>
</tr>
<tr>
<td>2</td>
<td>4/16/04 12:00 AM</td>
<td>4/22/04 11:59 PM</td>
</tr>
<tr>
<td>3</td>
<td>7/23/04 12:00 AM</td>
<td>7/29/04 11:59 PM</td>
</tr>
<tr>
<td>4</td>
<td>7/16/04 12:00 AM</td>
<td>7/22/04 11:59 PM</td>
</tr>
<tr>
<td>5</td>
<td>6/11/04 12:00 AM</td>
<td>6/17/04 11:59 PM</td>
</tr>
<tr>
<td>6</td>
<td>4/23/04 12:00 AM</td>
<td>4/29/04 11:59 PM</td>
</tr>
<tr>
<td>7</td>
<td>4/30/04 12:00 AM</td>
<td>5/6/04 11:59 PM</td>
</tr>
<tr>
<td>8</td>
<td>5/7/04 12:00 AM</td>
<td>5/13/04 11:59 PM</td>
</tr>
<tr>
<td>9</td>
<td>5/14/04 12:00 AM</td>
<td>5/20/04 11:59 PM</td>
</tr>
<tr>
<td>10</td>
<td>6/4/04 12:00 AM</td>
<td>6/10/04 11:59 PM</td>
</tr>
</tbody>
</table>

**FIG. 3**

<table>
<thead>
<tr>
<th>PROCESS VARIABLE</th>
<th>DESCRIPTION</th>
<th>PROCESS VARIABLE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^{(1)}$</td>
<td>FEEDER A SPEED</td>
<td>$u^{(12)}$</td>
<td>LOWER DAMPER POSITION</td>
</tr>
<tr>
<td>$u^{(2)}$</td>
<td>FEEDER B SPEED</td>
<td>$u^{(13)}$</td>
<td>MILL A FUEL AIR DAMPER POSITION</td>
</tr>
<tr>
<td>$u^{(3)}$</td>
<td>FEEDER C SPEED</td>
<td>$u^{(14)}$</td>
<td>MILL B FUEL AIR DAMPER POSITION</td>
</tr>
<tr>
<td>$u^{(4)}$</td>
<td>FEEDER D SPEED</td>
<td>$u^{(15)}$</td>
<td>MILL C FUEL AIR DAMPER POSITION</td>
</tr>
<tr>
<td>$u^{(5)}$</td>
<td>AIR TEMP FROM PREHEAT COIL 1</td>
<td>$u^{(16)}$</td>
<td>MILL D FUEL AIR DAMPER POSITION</td>
</tr>
<tr>
<td>$u^{(6)}$</td>
<td>AIR TEMP FROM PREHEAT COIL 2</td>
<td>$u^{(17)}$</td>
<td>ID FAN A SPEED</td>
</tr>
<tr>
<td>$u^{(7)}$</td>
<td>RHTR WATER FLOW</td>
<td>$u^{(18)}$</td>
<td>ID FAN B SPEED</td>
</tr>
<tr>
<td>$u^{(8)}$</td>
<td>SHTR WATER FLOW</td>
<td>$v^{(1)}$</td>
<td>OUTSIDE AIR TEMP</td>
</tr>
<tr>
<td>$u^{(9)}$</td>
<td>BURNER TILT DEGREES</td>
<td>$v^{(2)}$</td>
<td>CIRCULATING WATER INLET TEMP</td>
</tr>
<tr>
<td>$u^{(10)}$</td>
<td>UPPER DAMPER POSITION</td>
<td>$x^{(1)}$</td>
<td>UNIT HEAT RATE</td>
</tr>
<tr>
<td>$u^{(11)}$</td>
<td>MIDDLE DAMPER POSITION</td>
<td>$x^{(2)}$</td>
<td>MEGAWATT LOAD</td>
</tr>
</tbody>
</table>

**FIG. 4**
### FIG. 5

<table>
<thead>
<tr>
<th>LT_9000</th>
<th>9000_9375</th>
<th>9375_9750</th>
<th>9750_10125</th>
<th>10125_10500</th>
</tr>
</thead>
<tbody>
<tr>
<td>10500_10875</td>
<td>10875_11250</td>
<td>11250_11625</td>
<td>11625_12000</td>
<td>HT_12000</td>
</tr>
</tbody>
</table>

### FIG. 6

<table>
<thead>
<tr>
<th>LT_40</th>
<th>40_45</th>
<th>45_50</th>
<th>50_55</th>
<th>55_60</th>
<th>60_65</th>
<th>65_70</th>
</tr>
</thead>
<tbody>
<tr>
<td>70_75</td>
<td>75_80</td>
<td>80_85</td>
<td>85_90</td>
<td>90_95</td>
<td>95_100</td>
<td>100_105</td>
</tr>
<tr>
<td>105_110</td>
<td>HT_110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### FIG. 7

<table>
<thead>
<tr>
<th>EXP DATA SET</th>
<th>AVERAGE UHR CHANGE</th>
<th>%CHANGE</th>
<th># OF INSTANCES WITH DECREASED UHR</th>
<th># OF INSTANCES CONTROLLED</th>
<th>HIT %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-161.38</td>
<td>-1.56%</td>
<td>1394</td>
<td>1437</td>
<td>97.00%</td>
</tr>
<tr>
<td>2</td>
<td>-336.71</td>
<td>-3.52%</td>
<td>325</td>
<td>354</td>
<td>91.81%</td>
</tr>
<tr>
<td>3</td>
<td>-45.4</td>
<td>-0.45%</td>
<td>799</td>
<td>1426</td>
<td>56.00%</td>
</tr>
<tr>
<td>4</td>
<td>4.98</td>
<td>0.06%</td>
<td>512</td>
<td>1439</td>
<td>35.58%</td>
</tr>
<tr>
<td>5</td>
<td>-53.34</td>
<td>-0.53%</td>
<td>1045</td>
<td>1328</td>
<td>78.59%</td>
</tr>
<tr>
<td>6</td>
<td>-130.87</td>
<td>-1.27%</td>
<td>480</td>
<td>543</td>
<td>88.39%</td>
</tr>
<tr>
<td>7</td>
<td>-157.29</td>
<td>-1.56%</td>
<td>1148</td>
<td>1212</td>
<td>94.70%</td>
</tr>
<tr>
<td>8</td>
<td>-97.4</td>
<td>-0.96%</td>
<td>1202</td>
<td>1403</td>
<td>65.67%</td>
</tr>
<tr>
<td>9</td>
<td>-112.07</td>
<td>-1.13%</td>
<td>822</td>
<td>823</td>
<td>99.87%</td>
</tr>
<tr>
<td>10</td>
<td>-33.25</td>
<td>-0.34%</td>
<td>944</td>
<td>1224</td>
<td>77.12%</td>
</tr>
</tbody>
</table>
### FIG. 8

<table>
<thead>
<tr>
<th>EXP DATA SET</th>
<th># OF INSTANCES WITH DECREASED U/H</th>
<th>% CHANGE</th>
<th># OF INSTANCES CONTROLLED</th>
<th>HIT %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1372</td>
<td>-1.40%</td>
<td>1372</td>
<td>96.90%</td>
</tr>
<tr>
<td>2</td>
<td>1187</td>
<td>-1.12%</td>
<td>1187</td>
<td>86.80%</td>
</tr>
<tr>
<td>3</td>
<td>924</td>
<td>-0.70%</td>
<td>924</td>
<td>84.66%</td>
</tr>
<tr>
<td>4</td>
<td>642</td>
<td>-0.52%</td>
<td>642</td>
<td>79.33%</td>
</tr>
<tr>
<td>5</td>
<td>484</td>
<td>-0.52%</td>
<td>484</td>
<td>73.98%</td>
</tr>
<tr>
<td>6</td>
<td>408</td>
<td>-0.44%</td>
<td>408</td>
<td>70.89%</td>
</tr>
<tr>
<td>7</td>
<td>324</td>
<td>-0.10%</td>
<td>324</td>
<td>90.95%</td>
</tr>
<tr>
<td>8</td>
<td>240</td>
<td>-0.10%</td>
<td>240</td>
<td>98.17%</td>
</tr>
<tr>
<td>9</td>
<td>168</td>
<td>-0.44%</td>
<td>168</td>
<td>99.76%</td>
</tr>
<tr>
<td>10</td>
<td>124</td>
<td>-0.44%</td>
<td>124</td>
<td>78.43%</td>
</tr>
</tbody>
</table>

### FIG. 9

<table>
<thead>
<tr>
<th>RPM</th>
<th># OF DECREASE MORE THAN 0.5 RPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>261</td>
<td>800</td>
</tr>
<tr>
<td>104</td>
<td>894</td>
</tr>
<tr>
<td>104</td>
<td>1094</td>
</tr>
<tr>
<td>115</td>
<td>1116</td>
</tr>
<tr>
<td>115</td>
<td>1234</td>
</tr>
<tr>
<td>115</td>
<td>1315</td>
</tr>
<tr>
<td>115</td>
<td>1315</td>
</tr>
<tr>
<td>115</td>
<td>1388</td>
</tr>
<tr>
<td>115</td>
<td>1401</td>
</tr>
<tr>
<td>115</td>
<td>125</td>
</tr>
</tbody>
</table>

**Average Feeder Speed Change**

<table>
<thead>
<tr>
<th>EXP DATA SET</th>
<th>% Change</th>
<th>RPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.35</td>
<td>800</td>
</tr>
<tr>
<td>2</td>
<td>-1.21</td>
<td>894</td>
</tr>
<tr>
<td>3</td>
<td>-2.68</td>
<td>1094</td>
</tr>
<tr>
<td>4</td>
<td>-0.86</td>
<td>115</td>
</tr>
<tr>
<td>5</td>
<td>-0.83</td>
<td>115</td>
</tr>
<tr>
<td>6</td>
<td>-0.39</td>
<td>115</td>
</tr>
<tr>
<td>7</td>
<td>-1.13</td>
<td>115</td>
</tr>
<tr>
<td>8</td>
<td>-0.79</td>
<td>115</td>
</tr>
<tr>
<td>9</td>
<td>-0.94</td>
<td>115</td>
</tr>
<tr>
<td>10</td>
<td>-0.38</td>
<td>125</td>
</tr>
<tr>
<td>EXP DATA SET</td>
<td># OF DECREASE MORE THAN 0.5 RPM</td>
<td># OF CONTROLLED INSTANCES</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>1</td>
<td>381</td>
<td>919</td>
</tr>
<tr>
<td>2</td>
<td>1052</td>
<td>1406</td>
</tr>
<tr>
<td>3</td>
<td>1140</td>
<td>1275</td>
</tr>
<tr>
<td>4</td>
<td>887</td>
<td>1412</td>
</tr>
<tr>
<td>5</td>
<td>586</td>
<td>1062</td>
</tr>
<tr>
<td>6</td>
<td>351</td>
<td>1205</td>
</tr>
<tr>
<td>7</td>
<td>1037</td>
<td>1283</td>
</tr>
<tr>
<td>8</td>
<td>888</td>
<td>1366</td>
</tr>
<tr>
<td>9</td>
<td>611</td>
<td>1408</td>
</tr>
<tr>
<td>10</td>
<td>53</td>
<td>162</td>
</tr>
</tbody>
</table>

% CHANGE

-0.45%
-1.26%
-2.86%
-0.99%
-0.72%
-0.4%
-1.06%
-0.81%
-0.59%
-0.41%

AVERAGE FEEDER SPEED CHANGE

-2.28%
-3.47%
-7.80%
-3.00%
-3.05%
-1.43%
-3.90%
-2.94%
-1.68%
-1.04%
<table>
<thead>
<tr>
<th>EXP. DATA SET</th>
<th>UHR OPTIMIZATION</th>
<th>AVERAGE MW</th>
<th>% CHANGE</th>
<th>% CHANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>6.63</td>
<td>11.78%</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>11.47</td>
<td>18.23%</td>
<td>1.84</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>5.32</td>
<td>5.80%</td>
<td>2.17</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>3.94</td>
<td>4.77%</td>
<td>1.02</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>3.99</td>
<td>5.98%</td>
<td>1.17</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>2.33</td>
<td>3.64%</td>
<td>1.16</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>4.09</td>
<td>5.34%</td>
<td>1.63</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>1.61</td>
<td>1.78%</td>
<td>1.04</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.95</td>
<td>1.04%</td>
<td>0.72</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>6.19</td>
<td>6.80%</td>
<td>0.6</td>
</tr>
<tr>
<td>EXPERIMENTAL SET</td>
<td>AVERAGE MW CHANGE</td>
<td>% CHANGE</td>
<td>AVERAGE MW CHANGE</td>
<td>% CHANGE</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------</td>
<td>----------</td>
<td>-------------------</td>
<td>----------</td>
</tr>
<tr>
<td>1</td>
<td>4.77%</td>
<td>7.79%</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>2</td>
<td>8.38%</td>
<td>13.39%</td>
<td>1.38</td>
<td>1.38</td>
</tr>
<tr>
<td>3</td>
<td>2.08%</td>
<td>3.92%</td>
<td>2.33</td>
<td>2.33</td>
</tr>
<tr>
<td>4</td>
<td>3.9%</td>
<td>3.27%</td>
<td>1.14</td>
<td>1.14</td>
</tr>
<tr>
<td>5</td>
<td>3.99</td>
<td>3.25%</td>
<td>1.24</td>
<td>1.24</td>
</tr>
<tr>
<td>6</td>
<td>2.11</td>
<td>4.52%</td>
<td>1.69</td>
<td>1.69</td>
</tr>
<tr>
<td>7</td>
<td>3.33</td>
<td>1.41</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>8</td>
<td>1.41</td>
<td>5.96%</td>
<td>1.03%</td>
<td>1.03%</td>
</tr>
<tr>
<td>9</td>
<td>0.935</td>
<td>5.5%</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>10</td>
<td>5.5</td>
<td>5.5%</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>PARAMETER</td>
<td>DESCRIPTION</td>
<td>UNIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>------------------------------------</td>
<td>--------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>GENERATOR TORQUE</td>
<td>Nm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS</td>
<td>WIND SPEED</td>
<td>m/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>POWER PRODUCED</td>
<td>kW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS</td>
<td>GENERATOR SPEED</td>
<td>rpm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBTA</td>
<td>GENERATOR BEARING A TEMPERATURE</td>
<td>°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBTB</td>
<td>GENERATOR BEARING B TEMPERATURE</td>
<td>°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPA1</td>
<td>BLADE 1 PITCH ANGLE</td>
<td>°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPA2</td>
<td>BLADE 2 PITCH ANGLE</td>
<td>°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPA3</td>
<td>BLADE 3 PITCH ANGLE</td>
<td>°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YE</td>
<td>YAW ERROR</td>
<td>°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS</td>
<td>ROTOR SPEED</td>
<td>rpm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 13**
<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>DESCRIPTION</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUD_IAQ_TEMP</td>
<td>AUDITORIUM TEMPERATURE FROM IAQ SENSOR</td>
<td>°C</td>
</tr>
<tr>
<td>AUD_IAQ_CO2</td>
<td>AUDITORIUM CO₂ FROM IAQ SENSOR</td>
<td>PPM</td>
</tr>
<tr>
<td>AUD_IAQ_RH</td>
<td>AUDITORIUM RELATIVE HUMIDITY FROM IAQ SENSOR</td>
<td>% RH</td>
</tr>
<tr>
<td>AUD_TEMP</td>
<td>CONTROLLABLE AUDITORIUM TEMPERATURE</td>
<td>°C</td>
</tr>
<tr>
<td>AUD_LITE</td>
<td>AUDITORIUM LIGHT LEVEL</td>
<td>FC</td>
</tr>
<tr>
<td>BAR-PRES</td>
<td>BAROMETRIC PRESSURE</td>
<td>BAR</td>
</tr>
<tr>
<td>OA-HUMD</td>
<td>RELATIVE HUMIDITY</td>
<td>% RH</td>
</tr>
<tr>
<td>OA-TEMP</td>
<td>DRY-BULB TEMPERATURE</td>
<td>°C</td>
</tr>
<tr>
<td>SOL-BEAM</td>
<td>DIRECT NORMAL SOLAR IRRADIATION</td>
<td>Btu/hr-ft²</td>
</tr>
<tr>
<td>SOL-HORZ</td>
<td>TOTAL HORIZONTAL IRRADIATION</td>
<td>Btu/hr-ft²</td>
</tr>
<tr>
<td>WIND-DIR</td>
<td>WIND DIRECTION</td>
<td>°</td>
</tr>
<tr>
<td>WIND-VEL</td>
<td>WIND SPEED</td>
<td>MILE/HOUR</td>
</tr>
</tbody>
</table>

FIG. 14
FIG. 16

101. Receive historical values for system parameters

102. Group system parameters

103. Determine predictors for non-controllable parameters

104. Determine optimal time instance for each predictor & store

105. Establish constraints for controllable parameters

106. Construct dynamic model

107. Optimize dynamic model
FIG. 17
DATA-DRIVEN APPROACH TO MODELING SENSORS WHEREIN OPTIMAL TIME DELAYS ARE DETERMINED FOR A FIRST SET OF PREDICTORS AND STORED AS A SECOND SET OF PREDICTORS

CROSS REFERENCE TO RELATED PATENT APPLICATION

This application claims priority to U.S. Provisional Application No. 61/100,164 filed Sep. 25, 2008, herein incorporated by reference in its entirety.

FIELD

Embodiments of the invention relate, generally, to dynamic modeling and, in particular, to a data-driven approach for modeling sensors of non-controllable variables associated with a system.

BACKGROUND

Improving performance of a boiler-turbine unit is of interest to the energy industry due to increasing fuel costs. The system performance depends on the accuracy of models and the selected performance metrics.

Performance optimization of a boiler-turbine system is usually considered in two phases. The first is the design and implementation of a control system before the power plant becomes operational. The second is the use of the performance test code (e.g., American Society of Mechanical Engineers (ASME) performance test code) to periodically evaluate the system performance to update the operating parameters (set points) of the controllers. Kuptianov [13] discussed different objective functions to improve boiler thermal efficiency and reduce emissions based on certain test codes (or "a test code"). Farhad et al. [10] demonstrated the use of the ASME performance test code in reducing fuel and energy consumption.

Numerous modeling approaches of boiler-turbine systems have focused on using the first principle, e.g., thermodynamics. Researchers applied energy and material balance, material flow, and chemistry to derive models in the form of differential equations. Typical benchmark nonlinear models of boilers and turbines can be found in [2], [3], [8], and [22]. Ben-Abdennour and Lee [5] reported test results of a fuzzy fault accommodation controller. Moon and Lee [20] presented a fuzzy controller that can update the fuzzy rules adaptively by a simple set-point error-checking process. Espinosa et al. [9] applied fuzzy logic to identify the boiler-turbine system and implemented it to reduce overshooting and settling time. Yu and Xu [31] discussed the feasibility and efficacy of applying a feedback linearization technique to a nonlinear boiler-turbine model for control of steam pressure and electricity output. Tan et al. [28] attempted to determine control settings where distances between the nonlinear system and its corresponding linearization model were minimal; thus, the linear controller's performance was guaranteed.

Other applications of boiler-turbine control can be found in [17], [18], and [23]. The results published in the literature are not based on benchmark nonlinear boiler-turbine models. Fuzzy logic and autotuning techniques were used by [17]. A model predictive control approach [24] was illustrated in the papers by [18] and [23]. Such a technique generally uses an accurate model to predict the system behavior based on the changing inputs, and calls for the continuous solving of a quadratic programming optimization problem.

Although the literature reports progress in controlling boiler-turbine systems, the existing approaches usually are expensive to implement due to uncertainty involved in operating such systems. System errors accumulate due to the assumptions made in modeling. Also, control systems are usually designed to ensure system stability and fast response. System performance metrics, e.g., fuel consumption, are usually not well integrated in the control system. The performance test code is widely used to monitor performance; however, it involves a number of constants that are difficult to obtain, which may cause unreliable test results.

A need, therefore, exists for improved techniques for controlling boiler-turbine systems, as well as other systems, the performance of which is dependent upon non-controllable variables.

BRIEF SUMMARY

Embodiments of the present invention focus on metacontrol of a single boiler-turbine unit to reduce fuel consumption while satisfying megawatt load constraints. As one of ordinary skill in the art will recognize, controllers do not fully capture the boiler-turbine system dynamics due to process changes, e.g., boiler aging. Opportunities exist to adjust (bias) controllable parameters to improve performance. Embodiments described herein propose a data-driven approach to generate control settings to improve the performance of the boiler-turbine system.

In particular, according to one embodiment, two optimization models for improvement of the boiler-turbine system performance may be formulated. The models may be constructed using a data-mining approach. Historical process data may be clustered and the discovered patterns may be selected for performance improvement of the boiler-turbine system. The first model of embodiments described herein optimizes a widely used performance index, the unit heat rate. The second model minimizes the total fuel consumption while meeting the electricity demand. The strengths and weaknesses of the two models are discussed. An industrial case study illustrating the concepts is further presented.

While embodiments of the present invention described herein focus on controlling and improving performance of a boiler-turbine system, as one of ordinary skill in the art will recognize in light of this disclosure, embodiments described herein are general and allow for solving models with a variety of objectives and constraints. In particular, embodiments described herein provide a data-driven approach for developing virtual sensors for non-controllable parameters (e.g., wind speed, outside air temperature, river water temperature, CO₂, relative humidity, etc.) affecting any number of systems (e.g., a boiler-turbine system, a wind turbine, a Heating, Ventilation and Air Conditioning (HVAC) system, etc.). The output of these sensors may then be used, for example, to control the underlying system in order to optimize system performance.

In accordance with one aspect, a method is provided of optimizing a system by modeling non-controllable parameters affecting system performance. In one embodiment, the method may include: (1) receiving one or more historical values for each of a plurality of system parameters; (2) grouping the system parameters into controllable parameters, non-controllable parameters, and performance parameters; (3) determining a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters; (4) for each predictor in the first set of predictors, determining one or more optimal time instances at which a value of each predictor in the first set of predictors is
measured using non-uniform time scales; (5) storing the optimal time instances for each predictor in the first set of predictors as a second set of predictors; (6) establishing one or more constraints for each of the controllable parameters; (7) constructing a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters; and (8) optimizing the dynamic model with a non-gradient-based algorithm.

In accordance with another aspect, a computer program product is provided for optimizing a system by modeling non-controllable parameters affecting system performance. The computer program product contains at least one computer-readable storage medium having computer-readable program code portions stored therein. The computer-readable program code portions of one embodiment may include: (1) a first executable portion for receiving one or more historical values for each of a plurality of system parameters; (2) a second executable portion for grouping the system parameters into controllable parameters, non-controllable parameters, and performance parameters; (3) a third executable portion for determining a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters; (4) a fourth executable portion for determining, for each predictor in the first set of predictors, one or more optimal time instances at which a value of each predictor in the first set of predictors is measured using non-uniform time scales; (5) a fifth executable portion for storing the optimal time instances for each predictor in the first set of predictors as a second set of predictors; (6) a sixth executable portion for establishing one or more constraints for each of the controllable parameters; (7) a seventh executable portion for constructing a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters; and (8) an eighth executable portion for optimizing the dynamic model with a non-gradient-based algorithm.

In accordance with yet another aspect, a system is provided for modeling non-controllable parameters affecting system performance. In one embodiment, the system may include a processor configured to: (1) receive one or more historical values for each of a plurality of system parameters; (2) group the system parameters into controllable parameters, non-controllable parameters, and performance parameters; (3) determine a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters; (4) for each predictor in the first set of predictors, determine one or more optimal time instances at which a value of each predictor in the first set of predictors is measured using non-uniform time scales; (5) store the optimal time instances for each predictor in the first set of predictors as a second set of predictors; (6) establish one or more constraints for each of the controllable parameters; (7) construct a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters; and (8) optimize the dynamic model with a non-gradient-based algorithm.

**BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS**

Having thus described embodiments of the invention in general terms, reference will now be made to the accompanying drawings, which are not necessarily drawn to scale, and wherein:

**FIG. 1** illustrates the correlation between the total feeder speed of a boiler and the heat input in a turbine of a boiler-turbine system associated with one embodiment described herein;

**FIG. 2** is a table identifying the notation used in a K-means clustering algorithm associated with one embodiment described herein;

**FIG. 3** is a table identifying experimental data sets considered in the boiler-turbine industrial case study described herein;

**FIG. 4** is a table identifying the process variables of the data used in the boiler-turbine industrial case study described herein;

**FIG. 5** is a table identifying the categories into which the unit heat rate (UHR) was divided in the boiler-turbine industrial case study described herein;

**FIG. 6** is a table identifying the levels into which the megawatt load was categorized in the boiler-turbine industrial case study described herein;

**FIG. 7** is a table illustrating the results of UHR optimization with \( \lambda = 0.05 \) in the boiler-turbine industrial case study described herein;

**FIG. 8** is a table illustrating the results of UHR optimization with \( \lambda = 0.07 \) in the boiler-turbine industrial case study described herein;

**FIG. 9** is a table illustrating the results of FER optimization with \( \lambda = 0.05 \) in the boiler-turbine industrial case study described herein;

**FIG. 10** is a table illustrating the results of FER optimization with \( \lambda = 0.07 \) in the boiler-turbine industrial case study described herein;

**FIG. 11** is a table providing a comparison of the absolute megawatt load changes based on UHR and FER optimization with \( \lambda = 0.05 \) in the boiler-turbine industrial case study described herein;

**FIG. 12** is a table providing a comparison of the absolute megawatt load changes based on UHR and FER optimization with \( \lambda = 0.07 \) in the boiler-turbine industrial case study described herein;

**FIG. 13** lists parameters for which historical data may be collected for a wind turbine system in order to generate a dynamic model in accordance with embodiments described herein;

**FIG. 14** lists parameters for which historical data may be collected for a Heating, Ventilation, and Air Conditioning (HVAC) system in order to generate a dynamic model in accordance with embodiments described herein;

**FIG. 15** is a block diagram illustrating basic concept of indoor air quality (IAQ) sensor modeling and on-line monitoring in accordance with an embodiment of the present invention;

**FIG. 16** is a flowchart illustrating a method of creating a dynamic model for use in optimizing the performance of various types of systems in accordance with embodiments of the present invention;

**FIG. 17** is a schematic block diagram of an entity capable of generating a dynamic model based on data-mining algorithms in accordance with embodiments described herein.

**DETAILED DESCRIPTION**

Embodiments of the present invention now will be described more fully hereinafter with reference to the accompanying drawings, in which some, but not all embodiments of the inventions are shown. Indeed, embodiments of the invention may be embodied in many different forms and should not be construed as limited to the embodiments set forth herein;
rather, these embodiments are provided so that this disclosure will satisfy applicable legal requirements. Like numbers refer to like elements throughout.

Optimization Models and Performance Metrics

A. Performance Criteria

Before the optimization models of embodiments of the present invention are presented, three performance metrics are discussed. A performance criterion directly impacts the optimization result. A widely used metric for boiler-turbine unit (steam turbine) performance is the unit heat rate (UHR) in

\[
UHR = \frac{\text{Heat Input Rate to Turbine}}{\text{Generator Electricity Output} \times \text{BE}}
\]

where the boiler efficiency (BE) is calculated from the heat-loss metric [25], [27]

\[
\text{BE} \text{(%)} = 100 \times \text{Boiler Heat Loss} \%.
\]

A lower value of the UHR implies higher boiler-turbine system performance. Equations (1) and (2) call for accurate values (calculated or measured) of the heat input (e.g., the heat contained in the fuel, the heat of the entering air) and accurate values of various heat losses [25], e.g., the heat loss due to dry gas or heat loss due to the moisture in fuel. As one of ordinary skill in the art will recognize, the UHR and BE are susceptible to errors in real industrial environments.

Besides the UHR, another performance metric is used in the electric power industry, the fuel electricity rate (FER), which is the ratio of fuel British Thermal Unit (Btu) rate (Btu/h) and the electricity produced by a generator (in megawatt), as shown in

\[
\text{FER} = \frac{\text{Fuel BTU Rate}}{\text{Electricity Output}}
\]

A power plant may use different types of fuel (e.g., coal and biomass) with varied Btu content, which is suitably captured by the numerator of (3). It is also easy to see from (3) that a low FER value of the boiler-turbine system is desired. Thus, for a fixed load (electricity produced), a boiler-turbine unit with lower FER burns less fuel. Note that (3) involves two parameters, the electricity output that is accurately measured, and the fuel Btu rate, which can be accurately estimated.

B. Optimization Models

According to embodiments described herein, optimizing a boiler-turbine unit may be essentially equivalent to solving a metacontrol problem, wherein the solution provides values of controllable variables, such as feeder speed, fan speed, preheat coil temperature, and so on.

Assume a boiler-turbine system can be described by a triplet (u, x, v), where uR is a vector of controllable variables, vR is a vector of noncontrollable variables (e.g., outside air temperature, river water temperature), and xR is a vector of system state variables (e.g., temperature, megawatt load, UHR, and turbine heat rate) [6], [26]. Most state variables are measured, but some are calculated. The state variables are also called response variables, as they change according to the changes of controllable and noncontrollable variables. Highly correlated state variables can be removed from consideration due to the redundant information.

Assume that the boiler-turbine system is represented as \(x = f(u, v)\), where \(f(\cdot)\) is a function capturing the process in the steady state [26]. The \(x = f(u, v)\) can be also expressed as:

\[
x(1) = f_1(u, v), x(2) = f_2(u, v), \ldots, x(k) = f_k(u, v).
\]

Let \(x_{\text{des}} = \{000 \ldots 1\ldots 000\} \text{be a vector projecting } x \text{ into the desired performance metric, such as the UHR or FER, thus}

\(C_X = C_f(u, v)\). Similarly, matrix D with a suitable dimension can be defined to extract or linearly combine all the other state variables needed to be constrained except for the desired performance metric, \(Dx = D_f(u, v)\). The state variables include megawatt load, steam pressure, and so on.

In one embodiment, the boiler-turbine performance optimization model may be formulated next.

Model 1

\[
\begin{align*}
\text{argmin} & \quad C_f(u, v) \\
\text{s.t.} & \quad u \in U \\
& \quad D_f(u, v) \in \mathbb{X}_D
\end{align*}
\]

where \(U \) and \(X_D \) are the constraint set of controllable variables and the constraint set state variables, respectively. For example, the feeder speed may be limited by its designed capacity, and megawatt load may be determined by a contract.

Model 1 can accommodate the previously discussed performance criteria and can be expressed in the following two different forms:

Model 2 (UHR optimization)

\[
\begin{align*}
\text{argmin} & \quad UHR(u, v) \\
\text{s.t.} & \quad u \in U \\
& \quad D_f(u, v) \in \mathbb{X}_D
\end{align*}
\]

Model 3 (FER optimization)

\[
\begin{align*}
\text{argmin} & \quad FER(u, v) \\
\text{s.t.} & \quad u \in U \\
& \quad D_f(u, v) \in \mathbb{X}_D
\end{align*}
\]

In practice, performance optimization of the boiler-turbine has to be considered for a fixed electricity output in a steady state. Thus, Model 3 can be transformed to minimize the fuel Btu rate (fuel input) subject to load demand.

Model 4 (FER optimization)

\[
\begin{align*}
\text{argmin} & \quad \text{Fuel Btu Rate} (u, v) \\
\text{s.t.} & \quad u \in U \\
& \quad D_f(u, v) \in \mathbb{X}_D
\end{align*}
\]

The fuel Btu rate can be inferred from the feeder speed and other fuel-related parameters. A practical issue may arise here as to whether the total feeder speed is a good indication of the fuel Btu rate. One way to solve this issue is to determine a correlation between the total feeder speed and the heat input to the turbine. High total feeder speed should lead to more heat into the boiler, and thus, more heat to the turbine. FIG. 1 shows the correlation between the total feeder speed of the boiler and heat input into the turbine. Seven data sets were randomly selected, each with 10,080 data points (1 week of data). As shown, the total feeder speed and the heat input to
the turbine are highly correlated. Thus, the total feeder speed is a good approximation of the total fuel input to the boiler.

Solving Model 4 optimally guarantees the minimum fuel input. However, the solution of Model 2 does not guarantee the minimum fuel input, rather the minimum UHR. Also, the speed of fuel input can be relatively easily estimated from the speed of the fuel feeder. Note that the computed values of the UHR may involve large errors.

Data-Driven Methods

Analytical models of boiler performance are highly nonlinear, yet, modeling $f_2(\cdot)$ is important for real-time optimization. Optimal solving of such models with classical optimization algorithms (e.g., nonlinear programming) may be computationally expensive, especially since the models need be solved repeatedly for continuous performance improvement.

Data-driven models offer a viable alternative to analytical modeling. Among them, neural networks and fuzzy logic have found some applications [9], [11], [21]. Data-mining algorithms [30] are the latest addition to the data-driven methods of interest to the power industry. Some of the applications of data mining in the power industry are discussed in [7] and [14]-[16].

Both neural networks and fuzzy logic are good candidates for approximating and controlling nonlinear systems [9], [21]. However, the limiting factor of neural networks is a long training time when modeling large-scale and time-shifting processes. The main power of fuzzy logic modeling lies in its transformation of linguistic variables into numeric values.

According to embodiments of the present invention, Models 2 and 4 may be solved by direct search of the centroid space. The analytical function $f_2(\cdot)$ is not required by this clustering-based approach. Historical process data may be clustered, and patterns leading to high performance may be stored. These patterns (cluster centroids) may further be selected based on the current process’s status and other operational constraints. The global optimum is not guaranteed; however, local optima leading to improved performance can be determined.

In one embodiment, this data-driven approach may involve first denoting the high-dimensional data point recorded at time $t$ from the boiler-turbine system as $\text{Pt} = [x(1), \ldots, x(k), u(1), \ldots, u(m)]^T$, where $x(1)$ is the first state variable’s value at time $t$, $u(1)$, and $v(1)$ are controllable and noncontrollable variables, respectively, and the total dimension of the data point is $(k+m)$. Later $x(1)$, becomes the performance index UHR, and $x(2)$, denotes the megawatt load. To simplify the discussion, megawatt load is the only state variable to be constrained. However, as one of ordinary skill in the art will recognize in light of this disclosure, embodiments of the present invention may be easily generalized to multiple constraints. According to one embodiment, the historical training data set is $\{P_{t_1}, P_{t_2}, P_{t_3}, \ldots, P_{t_n}\}$ collected over a time horizon governed by the function $f_2(\cdot)$. The K-means clustering algorithm [19], [29] applied to the training data, produces a set of centroids capturing patterns corresponding to this function. FIG. 2 is a table presenting the notation used in the K-means clustering algorithm of embodiments described herein. The basic steps of the K-means algorithm based on the notation presented in FIG. 2 are as follows:

1. Select $K$ points as initial centroids given a set of points;  
2. Repeat;  
3. Form $K$ clusters by assigning each point to its closest centroid;  
4. Recompute the centroid of each cluster;  
5. Until the centroids do not change.

The centroid of a cluster $C_i$ may be computed as

$$c_i = \frac{1}{n_i} \sum_{j=1}^{n_i} p_j \quad \text{for} \quad i = 1, 2, \ldots, K,$$

where $n_i$ is the number of points in the cluster $C_i$. The radius of a cluster $C_i$ may be computed from

$$r_i = \frac{1}{n_i} \sum_{j=1}^{n_i} (p_j - c_i)^2 \quad \text{for} \quad i = 1, 2, \ldots, K.$$

Each cluster is composed of “similar” data points.

Let the centroids be $\{c_1, c_2, c_3, \ldots, c_K\}$, where $c_i = [x(1), \ldots, x(k), u(1), \ldots, u(m), v(1), \ldots, v(m)]^T$. More details about K-means clustering and how to form centroids can be found at [29]. Basically, embodiments described herein assume that $x_i, u_i, v_i$ holds for centroids with bounded errors, where $x_i$, represents the response variables of the centroid $c_i$ and $u_i$ and $v_i$ are the controllable and noncontrollable variables of the centroid $c_i$.

The following observation may be made: Let the points in $\{P_{t_1}, P_{t_2}, P_{t_3}, \ldots, P_{t_n}\}$ belong to centroid $c_i$, the centroid

$$c = \frac{1}{n_i} \sum_{j=1}^{n_i} p_j,$$

and the error between $x(1)_i$ and $f_j(u_i, v_i)$ is bounded, if $f_j$ is continuously differentiable at each point of an open set $S \subset \mathbb{R}^{m+k}$.

The following provides a proof of this observation. From the definition of K-means algorithm,

$$x(1)_i = \frac{1}{n_i} \sum_{j=1}^{n_i} x(1)_j = \frac{1}{n_i} \sum_{j=1}^{n_i} f_j(u_j, v_j),$$

where $u_j$ and $v_j$ are the controllable and noncontrollable components of point $P_j$.

Therefore

$$e = x(1)_i - f_j(u_i, v_i)$$

$$= \frac{1}{n_i} \sum_{j=1}^{n_i} f_j(u_j, v_j) - f_j(u_i, v_i)$$

$$= \frac{1}{n_i} \sum_{j=1}^{n_i} [f_j(u_j, v_j) - f_j(u_i, v_i)].$$

For simplicity, $(u, v)$ is denoted as variable $\omega$, and then

$$e = \frac{1}{n_i} \sum_{j=1}^{n_i} [f_j(\omega_j) - f_j(\omega_i)].$$
Apply the mean-value theorem [12],

\[
\frac{1}{n} \sum_{i=1}^{n} \left( f(jx) - f(t) \right) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial f_i}{\partial x_i} \right) (x_i - t) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial f_i}{\partial x_i} \right) (x_i - x_t)
\]

where \( a_i \) is a point on the line segment joining \( x_t \) and \( x_i \). Then

\[
|e| = \left| \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial f_i}{\partial x_i} \right) (x_i - x_t) \right| \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial f_i}{\partial x_i} \right)^2 (x_i - x_t)^2}
\]

Let \( \phi^2 = \max_{i=1, \ldots, n} \left( \frac{\partial f_i}{\partial x_i} \right)^2 \geq 0 \).

\[
\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial f_i}{\partial x_i} \right) (x_i - x_t)^2 \leq \frac{\phi^2}{n} \sum_{i=1}^{n} (x_i - x_t)^2 = \rho
\]

where

\[
r = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - x_t)^2}
\]

As shown, the error \( e \) is bounded by \( \phi \), the maximum absolute gradient of the function \( f_i \), and \( r \), the cluster’s radius projected on the \( (u, v) \) dimensions. By varying the radius of the cluster \( C \), reasonable accuracy can be produced. An increase in the number of clusters \( K \) generally decreases the cluster radius. Based on the observation discussed above, the errors between \( x_i \) and \( f(u_i, v_i) \) are also bounded.

Suppose current boiler-turbine system steady state is \( P_r \). To minimize \( x(1) \), and satisfy the megawatt load constraint (assume the load demand is \( M \)), according to one embodiment the centroids set may be searched and the centroid \( c \) with the minimum \( x(1) \), and \( x(2) = M \) with some acceptable tolerance may be found. After changing the controllable variables from \( u \) to \( u_n \), \( x_k \) should change toward \( x_c \) if the distance between \( x_c \) and \( x_k \) is small. However, in a dynamic system, the system’s current states may impact the desired states. Thus, the distance between \( x_k \) and \( x_c \) may be considered in the search process. Making large changes in the system input may not be desired. Thus, the distance between \( u_k \) and \( u_c \) may also be considered. The Euclidean distance, i.e.,

\[
\|u_k - u_c\| = \sqrt{\sum_{i=1}^{n} (u_k(i) - u_c(i))^2}, \quad \|v_k - v_c\|
\]

\[
\|v_k - v_c\| = \sqrt{\sum_{i=1}^{n} (v_k(i) - v_c(i))^2}
\]

has been selected as the preferred metric. The weighted Euclidean distance can be considered if the weights are needed to differentiate the importance of individual variables.

According to embodiments described herein, the process of minimizing the boiler-turbine performance criterion may involve searching the nearest centroid with small \( x(1) \) and satisfying all the constraints. Note that the clustering method may learn the patterns from historical data, and therefore, each centroid’s controllable settings may be feasible. For FER optimization (Model 4), the search can be simplified to finding the nearest centroid satisfying all the constraints and with a smaller fuel input speed. Searching time in a centroid space is short, and this optimization process can be performed repeatedly, thus continuously improving the boiler-turbine performance.

Industrial Case Study

The data used in the project described below was generated from a 140-MW tangentially-fired boiler, 860 000 lbs/h, 2050 psi superheat, 759 000 lbs/h reheat, 1005°F/1005°F. superheat/reheat temperatures.

Ten data sets were considered for the different experiments, each including 10080 data points (7 days, see FIG. 3). The raw data recorded from the boiler-turbine system was denoised and scaled. Other data preprocessing techniques can be applied to improve the quality of the data. FIG. 4 identifies the process variables of the industrial data set used in this embodiment of the present invention. In this embodiment, the target constrained response variable is the megawatt load.

To validate the proposed K-means clustering-based methods for optimizing a boiler-turbine performance, a virtual testing technique [16] was used for industrial data. An industrial data set collected for a period of 7 days at 1-min intervals was used. The data collected over the first 6 days (a training data set) was used to construct a centroids set. According to one embodiment, for each \( P_r = [x_k, u_k, v_k]^T \) of the 1440 data points of the 7th day, centroid \( c \) may be retrieved from the Centroids set based on some criteria (see Models 5 or 6). Then, values \( u_k \) may be substituted with \( u_c \) (i.e., \( P_r = [x_k, u_c, v_k]^T \)). Suppose the process model \( f(\cdot) \) is known. Then, \( x_k \) may be compared with \( f(u_c, v_k) \) to see whether the performance is improved while the constraints are satisfied.

In this industrial case study, a neural network (NN) approach was used to capture the process model \( f(\cdot) \) from the 7-day data set. Two NNs were trained, one to capture the function \( x(1) = f(1)(u_1, \ldots, u_9, v_1, v(2)) \), the other to capture the function \( x(2) = f(2)(u_1, \ldots, u_9, v_1, v(2)) \). The function \( f(\cdot) \) was used to predict whether the UHR would be reduced after applying the derived control settings. The function \( f(\cdot) \) was used to predict whether the megawatt load would exceed the demand constraint. In this industrial case study, the megawatt load had to be constrained within demand ± 1 MW. In the test, the demand was assumed to be equal to a testing data point’s megawatt load on the 7th day.

A. Optimization of the UHR

In one embodiment, to optimize the UHR in a centroids space, Model 2 may be instantiated as Model 5.

Model 5

argmin \( |c - P_r| \) \( c \in Centroids \)

s.t. \( x_t(k) \leq x_t(h) \)

\( |x_t(2)_k - x_t(2)_n| \leq 1 \)

\( (v(1)_k - v(1)_n) = 0, (v(2)_k - v(2)_n) = 0 \)

At time \( t \), the current process status is \( P_r \). Optimization of Model 5 may involve finding in the Centroids set \( \{c_1, c_2, c_3, \ldots, c_n\} \) centroid \( c \) minimizing the distance between \( c \) and \( P_r \) subject to various constraints. The searched centroid results in lower UHR than the one of \( P_r \). The centroids \( \{c_1, c_2, \ldots, c_n\} \)
may be extracted with the K-means algorithm applied to the training data set (the 6-day data set).

In computational experiments, the training data set was categorized into a number of subtraining data sets based on the UHR. Based on the domain expertise, the UHR was divided into ten categories (see FIG. 5). “IT__9000” means the UHR is lower than 9000, “9000__9375” means the UHR is greater than or equal to 9000, less than 9375.

The heuristic procedure of solving Model 5 for each point of the 7th day may be as follows.

Step 1) Divide the 7-day data set (data set 1) into two data sets (data sets 2 and 3). Data set 2 consists of the day 1-day 6 data points. Data set 3 includes the 7th day data points.

Step 2) Categorize data set 2 into ten subsets based on the UHR levels, i.e., for each UHR level, there is a corresponding data set.

Step 3) For each subset, with $K=\lambda$, multiplied by the number of data points in the subset, apply the K-means algorithm to extract centroids; store them in the Centroids set.

Step 4) For each data point in data set 3, select centroids which satisfy the first two constraints of Model 5, then among those centroids, select a nearest centroid for the point and use the controllable variables’ setting of the centroid to update the point’s controllable variables. Save this “controlled” data point in the controlled data set.

Note that the equality constraints in Model 5 are not necessarily satisfied in the experiments, otherwise, there would not be enough data points to be controlled. Here, $\lambda$ is the clustering ratio heuristically determining the number of clusters.

B. Optimization of the Fuel Electricity Rate

The objective function of Model 4 is to minimize the fuel Btu rate input to the boiler for the four feeders. For FER optimization, the research question can be stated as follows: “Given a megawatt, can one determine a smaller total feeder speed?” In many boiler-turbine control systems, overshooting is common due to the changing combustion and energy transformation processes. For example, previously calculated boiler air and fuel controller parameters may no longer be valid. In this case study, each of the four feeders had a maximum speed of 10.25 RPM (rotations per minute). Next, Model 4 may be instantiated as Model 6.

Model 6

$$\arg\min_{\omega} \| r - \mathbf{P} \|$$  \hspace{1cm} (9)

s.t. \hspace{0.5cm} \sum_{i,j} u(i,j) \leq \sum_{i,j} u(i,j)

\| v(2)_i - v(1)_i \| \leq 1

\| v(1)_i - v(0)_i \| = 0, \| v(2)_i - v(2)_i \| = 0

To simplify computation, the megawatt load was categorized into different levels shown in FIG. 6. The boiler-turbine unit in this case study has a maximum load of 120 MW. It usually runs between 40 MW and 110 MW. The category “IT__40” means lower than 40 MW, “HT__110” means higher than 110 MW, and “40__45” means higher than 40 MW, smaller than or equal to 45 MW.

The heuristic procedure for clustering-based FER optimization may be as follows.

Step 1) Divide the 7-day data set (data set 1) into two data sets (data sets 2 and 3). Data set 2 consists of the day 1-day 6 data points. Data set 3 consists of the 7th day data points.

Step 2) Categorize data set 2 into 16 subsets based on the megawatt levels, i.e., each megawatt load level is associated with a corresponding data set.

Step 3) For each subset, with $K=\lambda$, multiplied by the number of data points in the subset, apply the K-means algorithm to extract centroids, store them into the Centroids set.

Step 4) For each data point in data set 3, select centroids that satisfy the first two constraints in Model 6. Then, among those centroids, select a nearest centroid for the point and use the controllable variables’ setting of the centroid to update the point’s controllable variables. Save this “controlled” data point in the controlled data set.

Note that the satisfaction of the equality constraints of Model 6 is not guaranteed, as there might not be enough data points to be controlled.

C. Comparison of the Results and Discussion

The two controlled data sets for UHR and FER optimization were evaluated for opportunities to reduce the UHR or total feeder speed for the fixed megawatt load. One concern was whether the UHR would decrease for the fixed megawatt load. Such a concern did not apply to the FER optimization, as the total feeder speed was controllable. The only concern was to satisfy the megawatt load constraint.

FIGS. 7 and 8, respectively, illustrate the results of the UHR optimization for the controlled data set. For example, in the data set of 1440 instances (data points), the procedure described above for solving Model 5 in order to optimize UHR identified 1437 data points on the 7th day for Experiment 1. These points could be controlled to lower the UHR for a fixed megawatt load. An NN was used to predict the UHR of the controlled 1437 data points. The average UHR change for 1437 data points was 161.38. From FIG. 7, 1394 of the 1437 controlled data points in Experiment 1 resulted in a lower UHR. The remaining ones predicted a somewhat higher UHR. This implies that after the controllable variables were modified according to the computed centroid, the UHR could increase. The “Hit%” in FIG. 7 refers to the percentage of the controlled data points with a decreased UHR. The “% Change” expresses the relative average change of the UHR based on the original UHR.

FIGS. 9 and 10, respectively, illustrate the results of the FER optimization for a controlled data set. In Experiment 1 of FIG. 9, 800 data points were identified by the procedure described above for clustering-based FER optimization. Each data point was controlled with a decreased total feeder speed. The average total feeder speed was decreased by 0.35. The “% Change” reflects the average relative change of the total feeder speed based on the original total feeder speed. FIGS. 7-10 show that there are significant opportunities to decrease the UHR or the total feeder speed from the industrial data sets.

FIGS. 11 and 12, respectively, compare the absolute megawatt load changes based on the two optimization models. The adjusted controllable variables have led to the megawatt load changes according to the underlying combustion and energy conversion principles. As shown, the UHR optimization model leads to load changes. The FER model could satisfy the ±1 MW constraint. Increasing the clustering ratio $\lambda$ from 0.05 to 0.07 decreases the load changes in UHR optimization. One reason is that increasing the number of clusters decreases the clusters’ radius, thus improving the prediction accuracy of a centroid on the observation described above. Increasing $\lambda$ does not significantly affect the load changes in the FER optimization. The reason is that in the procedure described above for clustering-based FER optimization, the data sets were already classified based on the load intervals. Thus, each data set to be clustered had more
homogeneous data points in terms of the load distribution. However, for the UHR optimization procedure, data sets were classified based on the UHR intervals. Each data set had much variability of load distribution.

Other Use Cases:

As noted above, while the foregoing describes embodiments of the present invention in relation to optimizing boiler-turbine systems, the data-driven approach described herein is general and allows for solving models with a variety of objectives and constraints. In other words, embodiments of the present invention may be used to generate optimization models associated with a variety of systems including, for example, boiler-turbine systems, wind turbines, Heating, Ventilation and Air Conditioning (HVAC) systems, and/or the like. The following provides a few examples of how embodiments of the present invention may be used with other types of systems.

Wind Turbines

In one embodiment, the data-driven approach of embodiments described herein may be used for the development of a virtual wind speed sensor for wind turbines. In this embodiment, the virtual wind speed sensor may be built from historical wind farm data collected, for example, by the Supervisory Control and Data Acquisition (SCADA) system. As shown in the list of parameters provided in FIG. 13, the data collected may include, for example, generator torque, wind speed, power produced, generator speed, generator bearing, blade pitch angle, yaw error, rotor speed, and/or the like. A number of different data-mining algorithms may be used, in the manner described above, to develop models using the wind speed data collected by anemometers of various wind turbines on the wind farm. In one embodiment, wavelets may be employed to denoise the high-frequency wind speed data measured by the anemometers.

In particular, as one of ordinary skill in the art will recognize, the dynamics of the relationships between the wind speed measured at a turbine and its other SCADA parameters is complex. According to embodiments of the present invention, development of a quality model for wind speed prediction based on high-dimensional SCADA data can be accomplished with data-mining algorithms.

A process can be considered as a dynamic system changing over time. According to embodiments described herein, the concept of dynamic modeling may be used to build a virtual sensor of wind speed. Assume system parameter $y(t)$ can be determined based on the previous system status:

$$y(t-1), \ldots, y(t-d_y), x_i(t-1), \ldots, x_i(t-d_{x_i}), \ldots, x_k(t-1), \ldots, x_k(t-d_{x_k}).$$

The positive integers $d_y, d_{x_1}, \ldots, d_{x_k}$ are the maximum possible time delays to be considered for the corresponding variables. The dynamic model of the wind speed sensor may be extracted from the historical process data by data-mining algorithms.

Selecting appropriate predictors for the dynamic model is important to the performance of the wind speed sensor model, and data-mining algorithms can perform feature selection. The boosting tree [32, 53] algorithm can compute predictor importance and select important features for modeling, while the wrapper approach combined with a genetic random search [9, 34] could select the best predictor sets. For dependent (response) variable $y(t)$, the most important predictors among $y(t)$, $y(t-1)$, $y(t-d_y)$, $x_1(t)$, $x_1(t-1)$, $x_1(t-d_{x_1})$, $x_2(t)$, $x_2(t-1)$, $x_2(t-d_{x_2})$ are selected.

For ease of discussion, different index sets of $y$ need to be defined:

**Definition.**

For response (or dependent) variable $D_y = d_{y_{\text{low}}} \ldots, d_{y_{\text{high}}}$ is a set composed of integers selected from $1, \ldots, d_y$, related to $y$’s previous values and arranged in ascending sequence, $d_{y_{\text{low}}}, d_{y_{\text{high}}}$. Similarly, $D_{x_1} = d_{x_{1_{\text{low}}} \ldots, d_{x_{1_{\text{high}}}}}$ is a set selected from $1, \ldots, d_{x_1}$, and $D_{x_2} = d_{x_{2_{\text{low}}} \ldots, d_{x_{2_{\text{high}}}}}$ is a set selected from $1, \ldots, d_{x_2}$ for predictors related to $x_1$, and $x_2$, respectively. In total there are $k+1$ individual sets for $y$: $D_y, D_{x_1}, D_{x_2}$.

Based on the definition above, the response variable $y$ can be expressed as the following dynamic model:

$$y(t) = f(y(t-d_y), x_1(t-d_{x_1}), \ldots, x_k(t-d_{x_k})) \quad \text{(10)}$$

where $y(t-d_y), x_1(t-d_{x_1}), \ldots, x_k(t-d_{x_k})$ involves all possible elements in the corresponding sets. In Eq. (10) $y$ is the dependent (response) variable wind speed, and $x$ are the SCADA parameters used in this dynamic model as predictors. The $x$ parameters (e.g., generator torque, rotor speed, and so on) are listed in FIG. 13. The function $f(.)$ may be learned with the historical SCADA data by data-mining algorithms.

The selection of an appropriate data-mining algorithm for building a dynamic model (Eq. (10)) of the wind speed sensor is important. Two basic metrics, the MAE (mean absolute error) and Std (standard deviation of absolute error) can be used to compare the performance of various data-mining algorithms and models. The $\text{AE}$ (absolute error), $\text{MAE}$ (mean absolute error), and the $\text{Std}$ (standard deviation) are expressed in Eq. (11) to (13).

$$\text{AE} = |y - \hat{y}| \quad \text{(11)}$$

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} \text{AE}(i) \quad \text{(12)}$$

$$\text{Std} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (\text{AE}(i) - \text{MAE})^2} \quad \text{(13)}$$

where $\hat{y}$ is the predicted wind speed, $y$ is the observed (measured by mechanical anemometer) wind speed value, and $N$ is the number of test data points used to validate the performance of the wind speed sensor model. The small value of the MAE and Std implies a superior prediction performance of the wind speed sensor model.

According to embodiments of the present invention, the models built with data-mining algorithms based on the wavelet-transformed data described above may serve as virtual wind speed sensors for wind turbines. According to embodiments described herein, the wind speed generated by the virtual sensor can be used for different purposes, including on-line monitoring and calibration of the wind speed sensors, as well as providing reliable wind speed input to a turbine controller. As one of ordinary skill in the art will recognize, embodiments described herein may be applicable to utility-scale wind turbines of any type.

HVAC Systems

In another embodiment the data-driven approach described above may be used for modeling indoor-air quality (IAQ) sensors used in HVAC systems. In this embodiment, the IAQ sensors may measure temperature, CO$_2$, and/or relative humidity. As above, a number of models predicting values of IAQ parameters may be built with various data-mining algo-
According to one embodiment, the models built with data-mining algorithms can serve as virtual IAQ sensors in buildings and be used for on-line monitoring and calibration of the IAQ sensors. As one of ordinary skill in the art will recognize in light of this disclosure, the approach of embodiments of the present invention can be applied to HVAC systems in any type of building.

More specifically, according to one embodiment of the present invention, for each room/building of interest data may be collected for the same set of IAQ parameters, temperature, CO₂, and relative humidity, as well as other parameters, such as those listed in FIG. 14. The first three parameters in FIG. 14 are the indoor quality parameters that may be collected from the IAQ sensors, for example, in an auditorium; the last eight parameters indicate the outside weather conditions.

Data mining algorithms may be used to build models for the IAQ sensors in the HVAC system. Virtual IAQ sensor modeling may use other HVAC parameters as predictors to predict IAQ parameters as dependent, and the IAQ parameters may include temperature, CO₂, and relative humidity. The relationship between IAQ parameters and various other HVAC parameters are complicated, thus it is hard to identify the model and accurately predict IAQ parameters with high-dimensional HVAC parameters as input using mathematical modeling. However, data mining is a powerful tool in extracting knowledge from voluminous data.

A virtual IAQ sensor model represents the underlying function between the IAQ parameter and the other HVAC parameters. Eq. (14) to (16) show the sensor models for predicting temperature, CO₂, and relative humidity, respectively, in accordance with an embodiment of the present invention.

\[ Y_{\text{IAQ, Temp}} = f(x_{\text{IAQ, Temp}}, x_{\text{Wind, Temp}}, x_{\text{Indoor, Temp}}) + \epsilon \]  
\[ Y_{\text{IAQ, CO₂}} = f(x_{\text{IAQ, CO₂}}, x_{\text{Wind, CO₂}}, x_{\text{Indoor, CO₂}}) + \epsilon \]  
\[ Y_{\text{IAQ, RH}} = f(x_{\text{IAQ, RH}}, x_{\text{Wind, RH}}, x_{\text{Indoor, RH}}) + \epsilon \]  

In Eq. (14) to (16) y is the dependent IAQ parameter, x is the IAQ parameter used in this model as a predictor, \( \epsilon \) is the parameter indicating the outside weather conditions. The \( x \) and \( y \) parameters are listed in FIG. 14. The model \( f(.) \) may be learned by a data mining algorithm. One advantage of the data-driven approach is that \( f(.) \) can be easily and timely updated by the most current HVAC process data. Deriving an accurate virtual IAQ model that maps complicated relationships among the parameters of the HVAC system is a challenge.

The selection of an appropriate data mining algorithm is important for building an accurate, stable, and robust IAQ model. Different data mining algorithms may be applied for IAQ sensor modeling, and the performance of the various data mining algorithms may be analyzed. As above with respect to wind turbines, two basic metrics, the MAE (mean absolute error) and Std (standard deviation of absolute error) may be used to compare prediction accuracy. They may be computed to select the best data mining algorithm to extract the accurate IAQ sensor model (Eq. (14)-(16)). The small value of the MAE and Std implies the superior prediction performance of the IAQ model. The AE (absolute error), MAE (mean absolute error), and the Std (standard deviation) are expressed in Eq. (11) to (13) above.

The physical sensors installed in any HVAC system degrade over time, and this may lead to inferior performance, poor air quality, and energy waste due to incorrect feedback from the degraded IAQ sensors. A formal approach for on-line monitoring of IAQ sensors may be necessary. The IAQ sensor models built by data mining algorithms in accordance with embodiments of the present invention and control charts borrowed from statistical process control theory can be used to detect and remedy performance anomalies. Identifying sensor faults and on-line monitoring of the IAQ sensors is useful for optimizing the performance of HVAC systems.

FIG. 15 illustrates the basic concept of IAQ sensor modeling and on-line monitoring of embodiments described herein. As described above, a data mining algorithm may be used to identify IAQ sensor models based on the historical HVAC process data. The model can be updated to reflect the process change over time. The update frequency could be, for example, two weeks. The operational update frequency may depend on the HVAC system operational conditions and/or the accuracy requirements. Alternatively, a separate routine could monitor the model performance and refresh the model once its performance degraded. A control chart generated from the HVAC data can be used for on-line monitoring of an IAQ sensor. The IAQ models and control chart monitor the IAQ sensor performance at a certain time interval, e.g., every five minutes.

According to embodiments of the present invention, data mining algorithms may identify models for IAQ sensors that can serve as on-line indoor air quality profiles for temperature, CO₂, and relative humidity, respectively. The residual control chart approach (statistical quality control) [35, 36] may be used to analyze residuals between the model predicted IAQ value and the observed (measured by sensor) IAQ value. The residual is expressed in Eq. (17) [36]:

\[ e = y - \hat{y} \]  

where \( y \) is the observed IAQ value, and \( \hat{y} \) is the reference value predicted by an IAQ sensor model.

The control chart approach [37, 35, 36] allows the residuals and their variations to be monitored, and thus detect abnormal conditions and an IAQ sensor fault. A training data set of \( N_{\text{Train}} \) observations with outliers removed may be selected to build a control chart. The training data set may be represented as \( y_{\text{TrainSet}} = [y(i), \hat{y}(i)], i = 1, \ldots, N_{\text{Train}} \).

Using the training data set, the residual for each point may be computed, as well as the mean and the standard deviation of \( \epsilon \). The mean residual \( \mu_{\text{Train}} \) and the standard deviation \( \sigma_{\text{Train}} \) are shown in Eq. (18) [38]:

\[ \mu_{\text{Train}} = \frac{1}{N_{\text{Train}}} \sum_{i=1}^{N_{\text{Train}}} (y(i) - \hat{y}(i)) \]  
\[ \sigma_{\text{Train}} = \sqrt{\frac{1}{N_{\text{Train}} - 1} \sum_{i=1}^{N_{\text{Train}}} (y(i) - \hat{y}(i) - \mu_{\text{Train}})^2} \]  

The test data set \( y_{\text{TestSet}} = [y(i), \hat{y}(i)] \) includes \( N_{\text{Test}} \) consecutive data points drawn in time sequence from the test data set.

Similarly, the mean residual \( \mu_{\text{Test}} \) and the standard deviation \( \sigma_{\text{Test}} \) of the test data set are expressed as Eq. (19) [38]:

\[ \mu_{\text{Test}} = \frac{1}{N_{\text{Test}}} \sum_{i=1}^{N_{\text{Test}}} (y(i) - \hat{y}(i)) \]  
\[ \sigma_{\text{Test}} = \sqrt{\frac{1}{N_{\text{Test}} - 1} \sum_{i=1}^{N_{\text{Test}}} (y(i) - \hat{y}(i) - \mu_{\text{Test}})^2} \]
\[ \mu_{\text{test}} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \{ y(i) - y(0) \} \]  
\[ \sigma_{\text{test}} = \sqrt{\frac{1}{N_{\text{test}} - 1} \sum_{i=1}^{N_{\text{test}}} \{ (y(i) - y(0)) - \mu_{\text{test}} \}^2} \]

Once \( \mu_{\text{test}} \) and \( \sigma_{\text{test}} \) are known, the upper and lower control limits of the control chart may be computed and used to detect anomalies. Based on Eq. (18), the control limits of the control chart are derived from Eq. (20) [37, 35]:

\[ UCL = \mu_{\text{test}} + \eta \frac{\sigma_{\text{test}}}{\sqrt{N_{\text{test}}}} \]
\[ \text{CenterLine} = \mu_{\text{test}} \]
\[ LCL = \mu_{\text{test}} - \eta \frac{\sigma_{\text{test}}}{\sqrt{N_{\text{test}}}} \]

\( N_{\text{test}} \) is the number of points in \( y_{\text{TestSet}} \), \( \eta \) is the integer multiple for the control limits, and \( N_{\text{test}} \) (e.g., fixed as 3) can be adjusted to make the control chart less sensitive to the data variability and thus reduce the risk of false alarms. According to one embodiment, \( N_{\text{test}} \) may be set at 5 to make the control chart less sensitive to the data variability. If \( \mu_{\text{test}} \) is above \( UCL \), or below \( LCL \), the IAQ parameter value at the sampling time \( y_{\text{TestSet}} \) is considered to be deficient, and this type of fault detected by the control chart is defined as Fault Type I. Similarly, the control limits for \( \sigma_{\text{test}} \) can be calculated from Eq. (21) [37, 35]:

\[ UCL_{\sigma} = \frac{\sigma_{\text{test}}^2}{N_{\text{test}} - 1} \chi^2_{\alpha/2, N_{\text{test}} - 1} \]
\[ \text{CenterLine}_{\sigma} = \sigma_{\text{test}} \]
\[ LCL_{\sigma} = 0 \]

where \( \chi^2_{\alpha/2, N_{\text{test}} - 1} \) denotes the right \( \alpha/2 \) percentage points of the chi-square distribution, \( N_{\text{test}} - 1 \) is the degree of freedom of the chi-square distribution. The parameter needs to be adjusted to make the control chart less sensitive to the variability of the data. \( LCL_{\sigma} \) is set to 0 to indicate that the variation of residuals in the test data is 0, so that the measured IAQ value matches the reference IAQ value in the normal status. If \( \sigma_{\text{test}} \) is above \( UCL_{\sigma} \), the IAQ parameter value at the sampling time \( y_{\text{TestSet}} \) is considered as deficient, and this type of fault detected by control chart is defined as Fault Type II.

Data-Driven Method of Creating Dynamic Models

Reference is now made to FIG. 16, which summarizes the method described above for creating dynamic models for use in optimizing the performance of various types of systems in accordance with embodiments of the present invention. As shown, the process may begin at Blocks 101 and 102 when historical values for one or more system parameters, which are grouped into controllable, non-controllable and performance parameters, are received. This may involve, for example, receiving data measured over a period of time (e.g., a day, week, month, etc.) by one or more sensors, such as one or more mechanical anemometers installed at the nacelle top of wind turbines in a wind farm, or one or more sensors associated with an HVAC system in a room/building.

As used herein, a controllable parameter refers to a parameter that a user associated with the system is able to control or manipulate. Examples of controllable parameters associated with a wind turbine may include the speed associated with the wind turbine generator and/or the pitch angle of the wind turbine’s blade. Similarly, controllable parameters associated with a boiler-turbine system may include, for example, feeder speed, fan speed, preheat-coil temperature, and/or the like.

In contrast, therefore, non-controllable parameters refer to variables that are out of the user’s hands but that nonetheless affect overall system performance. As discussed above, where, for example, the system is a boiler-turbine system, the non-controllable parameters may include, for example, outside air temperature and/or river water temperature. Similarly, a non-controllable parameter associated with a wind turbine may include wind speed, while the non-controllable parameters associated with an HVAC system may include, for example, inside room temperature, CO₂ and/or relative humidity.

Performance, or system state, parameters refer to parameters that can be used to evaluate or rate the overall performance of the underlying system and may include, for example, temperature, megawatt load, unit heat rate (UHR), fuel electricity rate (FER) and/or turbine heat rate associated with a boiler-turbine system. Performance parameters are often dependent upon controllable and/or non-controllable parameters and may be either calculated or measured.

Once the historical values have been received, a first set of predictors may, at Block 103, be determined based on the historical values of the non-controllable variables. In particular, according to embodiments of the present invention, the historical data is analyzed in order to determine which parameters may be used to predict the value of the non-controllable parameter of interest.

In many cases, the analysis of the historical data may begin with the selection of candidate parameters based on the existing science and domain knowledge. However, models built with the parameters selected in this way may not be accurate. For example, predicting wind speed (virtual wind speed sensor) at a turbine 25 seconds from now based on the wind speed and wind direction measured at this time at another location will likely not be accurate.

Introducing a small number (e.g., two) additional parameters not seen in physics-based equations of a wind function, such as turbine generator torque and the standard deviation of the wind speed, could increase prediction accuracy of the model, though likely not to the degree needed. In contrast, in cases where the number of initially selected parameters is large, these parameters can be ranked in importance and the most significant parameters may be selected.

According to one embodiment, to derive accurate models, a memory may be introduced to the model. This may be accomplished by transforming the previously selected parameters. For example, the transformation may include subtracting two parameters values (e.g., pressure 1 minus pressure 2) in order to create a new parameter (i.e., pressure 3). Wind speed and generator torque measured every five second over a 60-second window may provide a set of inputs.

As the number of input parameters increases, the best subset of predictors needs to be selected. To illustrate, the inputs (predictors) of the model for wind speed prediction 25 second from now may include, for example, the wind speed measured 25 seconds in the past, the generator torque measured 45 and 20 seconds in the past, and the predicted wind speed at 20 seconds from now. In general all the input values could come from one turbine or multiple wind turbines.
At Block 104, one or more optimal time instances at which each predictor is measured using non-uniform time scales may be determined and stored as a second set of predictors. In the example of the wind speed prediction (virtual wind sensor), the previously predicted values of the wind speed, the power predicted from another model, and/or other parameters, each measured at its own time scale, could be used to determine the wind speed at some future time.

One or more constraints may then be established for each of the controlled parameters. (Block 105). For example, as discussed above, the megawatt load of the boiler-turbine system may be constrained to ±1 MW. Examples of other constraints may include limiting the speed of the fuel feeder to 40 RPM/min, and/or limiting the primary air fan speed to 360 RPM/min, and/or the like.

A dynamic model of a sensor associated with one or more non-controllable variables may then be constructed based at least in part on the second set of predictors, the controllable variables and the performance parameters. (Block 106). In particular, as described above the dynamic model of the wind speed may include as input: (1) wind direction (non-controllable variable) measured 25 seconds in the past; (2) blade pitch angle (controllable variable) measured at 20 seconds in the past; (3) turbine power (performance variable) measured 45 seconds in the past; and (4) predicted wind speed (in general this is a performance variable) at 20 seconds from now. In general, the predictors (inputs) could be the values of variables measured in the past or predicted by other models. Both the measured and predicted variables may originate at the system of interest (e.g., wind turbine) or other systems (e.g., wind turbines at other locations). Such predictive models have been shown to accurately model combustion boilers, HVAC systems, wind turbines, and other processes. These models can be used to optimize performance and control processes (e.g., combustion, wind turbine power generation, energy to heat and chill buildings) as well as act as virtual sensors for measurable (e.g., wind speed) and non-measurable (e.g., combustion efficiency) variables.

Finally, the dynamic model may be optimized with a non-gradient-based algorithm, such as an evolutionary computation algorithm. (Block 107).

As further described above, according to one embodiment, the models built with data-mining algorithms in association with an HVAC system may serve as virtual IAQ sensors in buildings and be used for on-line monitoring and calibration of the IAQ sensors. Similarly, the dynamic model may serve as a virtual wind speed sensor associated with a wind turbine, wherein the wind speed generated by the virtual sensor can be used, for example, for on-line monitoring and calibration of the wind speed sensors, as well as providing reliable wind speed input to a turbine controller.

Overall System and Mobile Device:

Referring now to FIG. 17, a block diagram of an entity capable of performing the method described above is shown in accordance with one embodiment of the present invention. The entity capable of performing the data-driven modeling described above may include various means for performing one or more functions in accordance with embodiments of the present invention, including those more particularly shown and described herein. It should be understood, however, that one or more of the entities may include alternative means for performing one or more like functions, without departing from the spirit and scope of the present invention. As shown, the entity capable of performing the data-driven method described above may generally include means, such as a processor 210 for performing or controlling the various functions of the entity.

In particular, the processor 210 may be configured to perform the processes discussed in more detail above with regard to FIG. 16. For example, according to one embodiment the processor 210 may be configured to receive the historical values of the system parameters; group the parameters into controllable, non-controllable and performance parameters; determine predictors from the non-controllable parameters based at least in part on the historical values of those parameters; determine optimal time instances for each predictor; and construct and optimize a dynamic model based at least in part on the optimal time instances, the controllable parameters and the performance parameters.

In one embodiment, the processor is in communication with or includes memory 220, such as volatile and/or non-volatile memory that stores content, data or the like. For example, the memory 220 may store content transmitted from, and/or received by, the entity. Also for example, the memory 220 may store software applications, instructions or the like for the processor to perform steps associated with operation of the entity in accordance with embodiments of the present invention. In particular, the memory 220 may store software applications, instructions or the like for the processor to perform the operations described above with regard to FIG. 16 for modeling non-controllable parameters of a system.

In addition to the memory 220, the processor 210 can also be connected to at least one interface or other means for displaying, transmitting and/or receiving data, content or the like. In this regard, the interface(s) can include at least one communication interface 230 or other means for transmitting and/or receiving data, content or the like, as well as at least one user interface that can include a display 240 and/or a user input interface 250. The user input interface, in turn, can comprise any of a number of devices allowing the entity to receive data from a user, such as a keypad, a touch display, a joystick or other input device.

Conclusion:

As described above, embodiments of the present invention provide a clustering approach to modeling a system (e.g., a boiler-turbine system, wind turbine, HVAC system, etc.). According to one embodiment, centroids were extracted from historical data and the centroid space was searched in order to improve system performance. The clustering-based approach can be easily implemented, is computationally efficient, and easily adapts to the process changes by online learning from the current process data. It is a good candidate for real-time performance optimization of boiler-turbine, and other systems.

As described above and as will be appreciated by one skilled in the art, embodiments of the present invention may be configured as a system or method. Accordingly, embodiments of the present invention may be comprised of various means including entirely of hardware, entirely of software, or any combination of software and hardware. Furthermore, embodiments of the present invention may take the form of a computer program product on a computer-readable storage medium having computer-readable program instructions (e.g., computer software) embodied in the storage medium.
Any suitable computer-readable storage medium may be utilized including hard disks, CD-ROMs, optical storage devices, or magnetic storage devices.

Embodiments of the present invention have been described above with reference to block diagrams and flowchart illustrations of methods, apparatuses (i.e., systems) and computer program products. It will be understood that each block of the block diagrams and flowchart illustrations, and combinations of blocks in the block diagrams and flowchart illustrations, respectively, can be implemented by various means including computer program instructions. These computer program instructions may be loaded onto a general purpose computer, special purpose computer, or other programmable data processing apparatus, such as processor 210 discussed above with reference to FIG. 17, to produce a machine, such that the instructions which execute on the computer or other programmable data processing apparatus create a means for implementing the functions specified in the flowchart block or blocks.

These computer program instructions may also be stored in a computer-readable memory that can direct a computer or other programmable data processing apparatus (e.g., processor 210 of FIG. 17) to function in a particular manner, such that the instructions stored in the computer-readable memory produce an article of manufacture including computer-readable instructions for implementing the function specified in the flowchart block or blocks. The computer program instructions may also be loaded onto a computer or other programmable data processing apparatus to cause a series of operational steps to be performed on the computer or other programmable apparatus to produce a computer-implemented process such that the instructions that execute on the computer or other programmable apparatus provide steps for implementing the functions specified in the flowchart block or blocks.

Accordingly, blocks of the block diagrams and flowchart illustrations support combinations of means for performing the specified functions, combinations of steps for performing the specified functions and program instructions means for performing the specified functions. It will also be understood that each block of the block diagrams and flowchart illustrations, and combinations of blocks in the block diagrams and flowchart illustrations, can be implemented by special purpose hardware-based computer systems that perform the specified functions or steps, or combinations of special purpose hardware and computer instructions.

Many modifications and other embodiments of the inventions set forth herein will come to mind to one skilled in the art to which these embodiments of the invention pertain having the benefit of the teachings presented in the foregoing descriptions and the associated drawings. Therefore, it is to be understood that the embodiments of the invention are not to be limited to the specific embodiments disclosed and that modifications and other embodiments are intended to be included within the scope of the appended claims. Moreover, although the foregoing descriptions and the associated drawings describe exemplary embodiments in the context of certain exemplary combinations of elements and/or functions, it should be appreciated that different combinations of elements and/or functions may be provided by alternative embodiments without departing from the scope of the appended claims. In this regard, for example, different combinations of elements and/or functions than those explicitly described above are also contemplated as may be set forth in some of the appended claims. Although specific terms are employed herein, they are used in a generic and descriptive sense only and not for purposes of limitation.

The following references are hereby incorporated herein by reference in their entirety:
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That which is claimed:

1. A method for optimizing a system, comprising:

a) receiving one or more historical values for each of a plurality of system parameters;

b) grouping the system parameters into controllable parameters, non-controllable parameters, and performance parameters;

c) determining a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters;

d) for each predictor in the first set of predictors, determining one or more optimal time instances at which a value of each predictor in the first set of predictors is measured using non-uniform time scales;

2. The method of claim 1, wherein establishing one or more constraints for each of the controllable parameters comprises applying one or more of physical constraints, historical values observed, and industrial practice.

3. The method of claim 1 further comprising determining accuracy of the dynamic model.

4. The method of claim 3, wherein if the accuracy of the dynamic model is not satisfactory, the method further comprises generating a plurality of dynamic models based at least in part on grouped historical values for the parameters.

5. The method of claim 4, wherein grouped historical values are generated from an optimized subset of the controllable, non-controllable, and performance parameters.

6. The method of claim 1, wherein the non-gradient-based algorithm is an evolutionary computation algorithm.

7. The method of claim 1, wherein determining a first set of predictors comprises selecting one or more of the system parameters capable of being used to predict respective non-controllable parameters.

8. The method of claim 1 further comprising:

a) using the dynamic model to generate a value for at least one of the controllable parameters.

9. The method of claim 1, wherein the system is selected from a group consisting of a boiler-turbine system, a wind turbine, and a Heating, Ventilation and Air Conditioning system.

10. The method of claim 9, wherein the system comprises a boiler-turbine system, the non-controllable parameters comprise outside air temperature and river water temperature, and the performance parameters comprise one or more of temperature, megawatt load, unit heat rate, fuel electricity rate and turbine heat rate.

11. The method of claim 9, wherein the system comprises a wind turbine and the system parameters are selected from a group consisting of generator torque, wind speed, power produced, generator speed, generator bearing, blade pitch angle, yaw error and rotor speed.

12. The method of claim 9, wherein the system comprises a Heating, Ventilation and Air Conditioning system and the system parameters are selected from a group consisting of temperature, CO2, relative humidity, light level, barometric pressure, relative humidity, dry-bulb temperature, direct normal solar irradiation, total horizontal irradiation, wind direction and wind speed.

13. A computer program product for optimizing a system, said computer program product comprising at least one computer-readable storage medium having computer-readable program code portions stored therein, wherein the computer-readable program code portions comprise:

a) a first executable portion for receiving one or more historical values for each of a plurality of system parameters;

b) a second executable portion for grouping the system parameters into controllable parameters, non-controllable parameters, and performance parameters;
a third executable portion for determining a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters;
a fourth executable portion for determining, for each predictor in the first set of predictors, one or more optimal time instances at which a value of each predictor in the first set of predictors is measured using non-uniform time scales;
a fifth executable portion for storing the optimal time instances for each predictor in the first set of predictors as a second set of predictors;
a sixth executable portion for establishing one or more constraints for each of the controllable parameters;
a seventh executable portion for constructing a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters; and
an eighth executable portion for optimizing the dynamic model with a non-gradient-based algorithm.

14. The computer program product of claim 13, wherein the sixth executable portion further comprises applying one or more of physical constraints, historical values observed, and industrial practice.

15. The computer program product of claim 13 further comprising:
a ninth executable portion for determining accuracy of the dynamic model.

16. The computer program product of claim 15, wherein if the accuracy of the dynamic model is not satisfactory, the computer program product further comprises:
a tenth executable portion for generating a plurality of dynamic models based at least in part on grouped historical values for the system parameters.

17. The computer program product of claim 16, wherein grouped historical values are generated from an optimized subset of the controllable, non-controllable, and performance parameters.

18. The computer program product of claim 13, wherein the non-gradient-based algorithm is an evolutionary computation algorithm.

19. The computer program product of claim 13, wherein the third executable portion further comprises selecting one or more of the system parameters capable of being used to predict respective non-controllable parameters.

20. A system comprising:
a processor configured to:
receive one or more historical values for each of a plurality of system parameters;
group the system parameters into controllable parameters, non-controllable parameters, and performance parameters;
determine a first set of predictors from the non-controllable parameters using the historical values of these non-controllable parameters;
for each predictor in the first set of predictors, determine one or more optimal time instances at which a value of each predictor in the first set of predictors is measured using non-uniform time scales;
store the optimal time instances for each predictor in the first set of predictors as a second set of predictors;
establish one or more constraints for each of the controllable parameters;
construct a dynamic model based on the second set of predictors, the controllable parameters, and the performance parameters; and
optimize the dynamic model with a non-gradient-based algorithm.