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“In examining disease, we gain wisdom about anatomy and physiology and biology. In 

examining the person with disease, we gain wisdom about life.”  

 

 

 Oliver Sacks 
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ABSTRACT 

 

Verbal communication relies heavily on the ability to effortlessly produce 

intended words to express a meaning. This capacity is frequently impaired in individuals 

with aphasia, and impairment often lasts well into the chronic stages. However, the nature 

of anomia can vary. Phonological neighborhood density (PND) is one feature of words 

which has been shown to impact the ease of retrieval in speakers with aphasia; words 

with more similar-sounding neighbors are easier to retrieve because the neighbors help 

activate the target. However, it is unclear how different types of lexical access 

breakdowns affect the impact of PND. The aim of this project was to analyze the 

relationship between word retrieval accuracy, speech error patterns, and PND in 

individuals with aphasia. Twenty-two participants with various types and severities of 

aphasia named 200 single-syllable line drawings. WebFit, an online software program 

designed to fit naming data to a theoretical model of word retrieval, was used to 

characterize participants’ error patterns by calculating the strength of connections within 

the lexicon, as well as the rate of decay. Analyses confirmed previous findings that 

participants with all types of breakdown achieved lower rates of overall accuracy. 

Weaker connections between semantic knowledge and words resulted in a more errors 

that were close to the target, relative to errors with no relationship to the target. 

Individuals with more severe impairments of the semantic-lexical connections than the 

lexical-phonological connections produced words with many neighbors more accurately 

than words with fewer neighbors. Implications for initial therapy target selection and 

directions for further research are discussed.  
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PUBLIC ABSTRACT 

 

Being able to think of and speak the words one wants to say is critical for timely, 

effective communication, and it is an ability that comes effortlessly to most of us. 

However, in speakers with aphasia, a language impairment due to a stroke, word retrieval 

difficulties (anomia) are very common, and tend to last long after the onset of the stroke. 

The nature of word retrieval difficulty also varies in different types of aphasia. In order to 

maximize the success of speech-language therapy for these individuals, it is important to 

understand a variety of factors which influence how easily and quickly individuals can 

produce words. According to one model of word retrieval, anomia is due to weakened 

connections within the individual’s mental store of words, resulting in speech errors. 

According to previous research, words with more “neighbors” (similar-sounding words, 

such as “bee”), appear to be easier to produce than words which are more unique in 

sound, such as “glove”. However, it is unclear if individuals with different breakdowns in 

the word retrieval process experience different effects when attempting to produce words 

with many neighbors compared to words with few neighbors. The aim of this project is to 

analyze the effect of word neighbors on naming accuracy in individuals with aphasia and 

different types of word retrieval breakdown. Twenty-two participants with various types 

and severities of aphasia named 200 single-syllable line drawings. The speech errors they 

made were categorized and analyzed. Word retrieval was difficult for individuals with all 

types of breakdown, but differences were found in the patterns of errors produced and the 

extent to which word neighbors facilitated production. Ways in which this information 

can improve treatments for anomia are discussed.   
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CHAPTER 1 

REVIEW OF THE LITERATURE 

Aphasia causes the system of lexical access to break down, which commonly results in speech 

errors. Word-finding difficulties and errors are common features of all syndromes of aphasia; 

however, no two individuals with aphasia are exactly alike in their naming performance. Many 

features of lexical items have been found to have an impact on retrieval of those words, one of 

which is phonological neighborhood density (PND). The effects of PND have not been 

consistently shown in studies examining speech production by individuals with aphasia. This 

study analyzed the performance of speakers with aphasia during a picture naming task and 

compare patterns of speech errors with hypothesized characteristics of the speakers’ lexica. 

Increasing the body of knowledge about these speech errors and what factors contribute to 

causing them may lead to the improvement of approaches for remediating these errors. Word 

production is a critical piece of communication and difficulties with this aspect of language 

occur frequently among individuals with aphasia, so improving word retrieval abilities may 

increase the individual’s ability to participate in functional, everyday communication situations.  

Word retrieval in normal speech 

Various models have been put forth to account for the speed, accuracy, and ease with 

which words are retrieved in normal language production. Knowledge of models of normal 

language production is useful for understanding the naming errors that individuals with aphasia 

make, since the underlying system is the same. According to the continuity theory proposed by 

Dell, Schwartz, Martin, Saffran, and Gagnon (1997), language production ability is a continuum. 

At one end of the continuum is normal language production. Performance of individuals with 

aphasia is at the opposite end of the spectrum, and it has been proposed that word retrieval 

performance by adults aging without brain damage may fall somewhere in the middle. Thus, in 

order to understand how individuals with aphasia process and produce language, it is necessary 

to build a foundational knowledge of normal language processes. The dominant models of 

lexical access that have been proposed contain multiple levels at which lexical information is 

stored. Each model portrays word retrieval as a top-down process, in which activation begins at 

the conceptual level and proceeds forward through several other levels before the signal is 

transmitted to the speech production system. However, the models differ in their conceptions of 

the course of activation.  
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In Levelt, Roelofs, and Meyer’s model (1999), the process of word retrieval begins with 

the activation of a semantic concept and proceeds through the stages of lexical selection, 

morphological and phonological encoding, followed by phonetic encoding, and ending with 

articulation. Activation only feeds forward, and proceeds one stage at a time, with the output 

from one level being the input to the level immediately following it. On the other hand, Dell et 

al. (1997) proposed bidirectional connections between the three levels of their model. The 

process begins with a jolt of activation at the conceptual level, proceeding to a level containing 

lemmas, and then one containing phonological units. A lemma is the internal lexical 

representation of a word, which contains information about word class, syntactic properties, and 

grammatical features (Middleton & Schwartz, 2010). Activation from the phoneme level feeds 

back to the lemma level where, normally, it converges on the target. After a certain number of 

time steps during which activation reverberates throughout the network, the lemma with the most 

activation will be selected and its phonological components activated for production. For 

example, the lemma “cat” sends activation to the phonological units /k/, /æ/, and /t/. These 

phonemes must be activated above threshold and selected to be sent to the phonetic and 

articulatory planning centers in order to be produced correctly. 

Evidence in support of an interactive model such as the one proposed by Dell and 

colleagues (1997) can be found in normal speech errors called malapropisms. These speech 

errors are real words that are semantically unrelated to the target but close in phonological form, 

such as “We danced a flamingo” in place of “We danced a flamenco” (Fay & Cutler, 1977). 

These errors are influenced by the lexical bias effect, the tendency for phonologically related 

errors to result in real words much more often than chance would predict. This is due to the fact 

that activation feeding back from the phonological level to the lemma level activates real words. 

Since serial models of lexical access (such as that of Levelt) do not allow for interactivity 

between levels in the form of feedback activation, they do not have a parsimonious way to 

explain these errors. However, this lexical bias effect has been widely observed in speech error 

data (e.g., Laine & Martin, 2006), providing support for the phenomenon of interactivity in 

lexical access.  

A third model, called the Neighborhood Activation Model (NAM), was proposed by 

Luce and Pisoni (1998) to account for and elaborate the role that the structure of the lexicon, 

specifically phonological neighborhoods, has on auditory word recognition. Although the authors 
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were intending to account for the process of word recognition rather than production, their model 

has also helped understand the process of word production. A phonological neighbor is usually 

defined as a word that is within one phoneme of the target, differing by addition, subtraction, or 

omission of one phoneme in any position. As an example, the target “cat” has many neighbors, 

including “hat”, “cut”, “cap”, “cot”, and others. A phonological neighborhood consists of a target 

word and all of its neighbors. Phonological neighborhoods are said to be dense if the target has 

many neighbors (such as “cat”) and sparse if the target has few or no neighbors (such as 

“elephant”).  

Luce and Pisoni (1998) predicted that word recognition would be more difficult for 

words from dense neighborhoods than for words from sparse neighborhoods. They tested this in 

an auditory lexical decision task in which participants were required to listen to a string of 

phonemes and respond whether it was a real word or a nonword under a time constraint. 

Significant interaction effects were found between density, word frequency, and neighborhood 

frequency, a measure of the frequency of all of a word’s phonological neighbors. Density 

facilitated accuracy of the participants’ decisions whether the string was a word or not, with the 

facilitation almost entirely due to low-frequency targets. However, density interfered with 

reaction time. Participants responded more slowly when the target was from a dense 

phonological neighborhood, with the interference mainly resulting from high-frequency targets. 

Later studies on PND effects on word recognition have generally reported that neighbors induce 

competition, decreasing accuracy and slowing response time (e.g., Sadat, Martin, Costa, & 

Alario, 2014).  

The presence of phonological neighbors during the process of word production, on the 

other hand, is hypothesized to allow reinforcing feedback to accumulate on a target lemma, thus 

allowing the target to become more strongly activated than competing lemmas and increasing the 

likelihood that it will be produced (Dell & Gordon, 2003). Vitevitch (2002) examined word 

production in a group of college students and found that they named targets more accurately and 

quickly when the targets were from dense neighborhoods than when they were from sparse 

neighborhoods. Harley and Bown (1998) examined the likelihood of tip-of-the-tongue (ToT) 

phenomena, when a speaker is able to retrieve semantic information about a word but not its 

phonological form. For example, a speaker may be attempting to retrieve the target “dog” but 

may only be able to retrieve its semantic information (e.g., “It’s a kind of furry animal”) or 
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partial phonological information (e.g., “It starts with /d/”). These states are accompanied by the 

subjective experience of awareness of the word (i.e., the speaker knows that he or she knows the 

word), but inability to call up its full form. Among a large sample of undergraduate students (N = 

177), Harley and Bown found that these ToT states were less likely to occur when targets were 

from dense rather than sparse neighborhoods. These findings support the idea that the presence 

of a greater number of neighbors facilitates accurate word retrieval and may prevent ToT states 

from occurring.  

However, word production data from speakers without brain damage have shown various 

effects of PND. Some researchers have found that density is competitive or interferes with word 

retrieval and production, either by decreasing the accuracy of responses (e.g., Newman & 

German, 2005) or increasing participants’ reaction time (e.g., Vitevitch & Stamer, 2006; Frank, 

Salverda, Aslin, & Tanenhaus, 2007). Newman and German (2005) used the Test of 

Adolescent/Adult Word Finding (TAWF) to examine word retrieval in a large group (N = 1075) 

of participants without brain damage, ranging in age from 12 to 83 years of age. Stimuli were 

created that differed in the number of phonological neighbors but not in familiarity, word 

frequency, or age of acquisition. Increased accuracy of word production was observed for 

participants of all ages for stimuli from sparse neighborhoods compared to stimuli from dense 

neighborhoods. It is important to note that the largest effect of neighborhood density was 

observed in the adolescent participants, who seemed to experience the most competition when 

producing targets with a high number of phonological neighbors.  

Vitevitch and Stamer (2006) examined word production in 24 native speakers of Spanish 

during a picture naming task. They found that Spanish bisyllabic nouns were named more 

quickly when they were from sparse than dense neighborhoods, indicating a competitive or 

interfering effect of density on the latency of picture naming in Spanish. The authors theorized 

that morphological differences between Spanish and English may account for their results. 

However, some lexical and sublexical variables, such as age of acquisition and phonotactic 

probability, were not controlled, statistically or experimentally, in this study. To provide an 

increased level of control over word characteristics, Frank, Salverda, Aslin, and Tanenhaus 

(2007) created a lexicon of 48 novel words using a consistent set of vowels and consonants. This 

lexicon was divided into high-density targets with 3 neighbors each, such as “bago” (neighbors: 

“bagi”, “bugo”, and “kago”), and low-density nonwords with only one neighbor, including 
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“dupo” (neighbor: “dupi”). They then trained 16 undergraduate students to name them. They 

found that targets with few neighbors were named more quickly than targets with many 

neighbors and concluded that density, once other factors are controlled, has a competitive effect 

on the latency of naming. However, they reported no significant effect of density on accuracy of 

naming. 

Sadat et al. (2014) used statistical controls in an attempt to clarify such contradictory 

results. Thirty native Spanish monolingual speakers named 533 pictures each, and reaction time 

was analyzed in a regression analysis. They reported an inhibitory effect of PND; that is, 

participants were slower to name targets with more neighbors. However, there was no effect of 

PND on accuracy of responses. The authors also re-analyzed five previous studies which 

examined the effects of PND on word retrieval, in speakers of Spanish (Baus, Costa, & 

Carreiras, 2008; Pérez, 2007; Sadat, Martin, Alario, & Costa, 2012), French (Alario, Ferrand, 

Laganaro, New, Frauenfelder, & Segui, 2004), and Dutch (Severens, Van Lommel, Ratinckx, & 

Hartsuiker, 2005). Upon re-analysis using more careful statistical controls, each original study 

demonstrated inhibition of word production under high-density conditions.  

Methodological differences between the studies may account for some of the opposing 

findings. For instance, Newman and German (2005) assessed word production using the TAWF, 

which includes various contexts for naming such as sentence completion and category naming. It 

is unclear whether performance on these various naming tasks correlates well with performance 

on a picture naming task. Although the effects of PND on word production in individuals without 

brain damage is not entirely clear, there is evidence that lexical access receives a facilitative 

“boost” from an increased number of phonological neighbors, at least in younger adults. 

However, this boost may also be attributable to lexical characteristics of words which strongly 

correlate with density, methodological and sampling differences between studies, or a 

combination of these.  

Word retrieval in normal aging 

Examining the cognitive changes that are a part of normal aging processes is important to 

understand the impacts of aphasia, since most individuals with aphasia are older at the time of 

onset of aphasia. In normal aging, a decline in word retrieval abilities is very common. Connor, 

Spiro, Obler, and Albert (2004) tested a large group of adults without brain damage (N = 236), 
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ranging from 30-94 years old, on the Boston Naming Test (BNT; Kaplan, Goodglass, & 

Weintraub, 1983). Over a period of 20 years, participants were found to experience a decline in 

accuracy of 2% per decade according to longitudinal data collected by the authors. Cross-

sectional data, however, indicated a decline of greater than 3% per decade. Newman and German 

(2005) reported that accuracy of word retrieval in their study was lower for individuals over 50 

years of age than for those younger than 50. Of particular interest is the fact that vocabulary size 

appears to be maintained or to increase in aging (Verhaeghen, 2003). Thus, the issue with word 

production in older individuals appears to be not lost linguistic representations, but problems 

accessing those representations.  

To explain these common changes in lexical retrieval with age, Burke, MacKay, and 

James (2000) proposed the Transmission Deficit Hypothesis (TDH). Situated within the 

framework of Node Structure Theory (MacKay, 1987; cited in Burke, MacKay, Worthley, & 

Wade, 1991), this theory posits that weakening of connections between levels of the lexicon is 

responsible for the changes in word retrieval that are observed as part of normal aging. If 

connections are weakened, then the flow of activation will be disrupted, and lexical items may 

not receive sufficient activation for successful retrieval. In addition to being caused by aging, 

connection weakening is thought to result from infrequent use of a word; if a word is not 

produced frequently, its connections may be weaker than those of more frequently used words. 

Evidence for the TDH can be found by examining tip-of-the-tongue (ToT) phenomena, in which 

speakers have the subjective feeling of knowing the word, but cannot produce it. These episodes 

are hypothesized to be due to weakened connections between the semantic level and the 

phonological level (Burke et al., 2000).  

As a result of these processes, PND appears to play a different role on the process of 

lexical access across the lifespan. Dell and Gordon (2003) used a computational model of lexical 

access to simulate speech production errors. They compared a model of normal performance to a 

model representing weakened connections between levels of the system, referred to as a weight-

lesioned model. Within the normal model, PND played a facilitative role on word production, 

consistent with the results from normal speakers described above. Words from dense 

neighborhoods were produced slightly more accurately than words from sparse or empty 

neighborhoods, although effects were small in the normal model due to naming performance 

being near ceiling. Within the weakened model, increased density took on a competitive role. 
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The authors hypothesized that because activation between levels cannot travel effectively, the 

presence of more phonologically similar neighbors creates competition and increases the 

likelihood that one of the neighbors would be produced in place of the target.  

Based on these modeling results, Gordon and Kurczek (2014) examined the effects of 

PND on word retrieval performance in aging adults. They found an interactive effect with age, 

such that the facilitative effects of PND decreased in normally aging adults. For the youngest 

adults in their sample (defined as those under 50 years of age), density had no significant effect 

on word retrieval, but across the lifespan, density seemed to take on an increasingly competitive 

role. Among the oldest adults in the sample (those from 75 to 89 years of age), targets with more 

phonological neighbors were named marginally more slowly (p = .059), indicating that the 

effects of PND had become increasingly competitive with age. These findings were hypothesized 

to be due to weakened connections between levels of the lexical access system, and are thus 

consistent with the TDH proposed by Burke et al. (2000).  

Newman and German (2005) found that the interfering effect of density was greatest for 

the youngest participants in their sample (i.e., the adolescent participants), and that this effect 

seemed to decline throughout the teenage years and remain relatively consistent throughout 

adulthood. These findings stand in contrast to those of Gordon and Kurczek (2014), described 

above. However, it is unclear the degree to which these results can be compared, as data were 

collected during different naming tasks. Age plays a significant role in word retrieval and 

production, and age differences in the samples of these studies may partially account for the 

apparently contradictory results. These studies suggest that age may also play a significant role 

in determining the impact of increased PND, although the direction of the effect of density is still 

uncertain, with some researchers finding facilitation and others finding competition at different 

stages of the lifespan.  

Word retrieval in aphasia  

Individuals with aphasia are likely to be older adults at the time of onset of aphasia; thus, 

the change in effect of PND in those aging without brain damage may be compounded by 

damage to the neural underpinnings of the lexicon resulting from a stroke or other injury. 

Furthermore, individuals with different types of aphasia exhibit different word production 

patterns. In general, aphasias can be divided into fluent and non-fluent types. Speech production 
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of individuals with fluent aphasia may approximate normal speech in rate and rhythm and may 

sound effortless, although the semantic content may be different from that of speech by 

individuals without aphasia. The speech production of individuals with non-fluent aphasias is 

characterized by halting, effortful output, short phrases, and agrammatism, or lack of 

grammatical structures (Brookshire, 2007). The common behavioral feature of all aphasia types 

is naming, or word-finding, difficulties, known as anomia. Anomia may manifest itself in various 

speech characteristics: pauses, fillers such as “um” or “uh” as the individual attempts to produce 

a word, circumlocutions (i.e., describing the word if the speaker is unable to produce it), or 

speech errors of several different types, called paraphasias. Breakdowns in lexical access can 

occur at various levels of the system in individuals with aphasia, resulting in different types of 

speech errors. 

Various models have been used to account for these different patterns of speech errors. 

Dell and colleagues (1997) examined the picture-naming errors of 21 speakers with fluent 

aphasia types, categorizing errors as follows: semantic, formal, mixed, unrelated, and nonwords. 

To replicate their errors, they developed a computational model of word retrieval, and 

manipulated the strength of connections between the levels of the model (the weight parameter 

w) and the rate of decay that occurs in individual nodes in the network (the decay parameter d). 

The model was first used to fit naming error data from speakers without aphasia, then the 

patterns of naming data from the 21 participants with aphasia. For each participant with aphasia, 

the weight and decay parameters were varied and the simulation was run repeatedly, until 

computation resulted in a pattern of errors that most closely re-created the individual’s pattern. 

The error profiles of individuals with connection-weight and decay-rate impairments were found 

to differ. Individuals with weight impairments tended to make a greater number of “bad” errors, 

defined as those which have no clear relationship to the target (i.e., nonwords and unrelated real 

word errors). Those with decay impairment typically made “good” errors, which have some sort 

of relationship to the target (i.e., errors with a semantic or phonological relationship, or both). 

Root mean squared deviation was used to evaluate the fit between the model and the patient data, 

and the authors reported their model was a good fit for the patient data they collected.  

In response to criticisms about the fit of the model (Ruml & Caramazza, 2000), Foygel 

and Dell (2000) proposed a modified model called the semantic-phonological model, in which 

the parameter representing decay was eliminated, and the weight parameter was divided into a 
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measure of semantic weight, s, and phonological weight, f, to represent the idea that these levels 

might be differentially affected by aphasia. Semantic weight refers to the connection strength 

between semantic and lexical units, and phonological weight refers to the connection strength 

between lexical and phonological units. Foygel and Dell found that the semantic and 

phonological weight parameters fit patient data as well as (or better than) the weight and decay 

parameters used by Dell and colleagues (1997), and argued that the semantic-phonological 

model, since it postulates only one parameter which can be manipulated at two different levels, 

more parsimoniously explains speech production in individuals with and without aphasia.  

Dell and Gordon’s (2003) simulations predicted the effects of PND on the word 

production performance of individuals with aphasia. In a weight-lesioned system, neighbors take 

on a slightly competitive role, due to the reduced overall coherence of the network caused by 

weakened connections between levels. Activation cannot travel properly between levels, and the 

presence of a greater number of neighbors makes it more difficult to select the correct target, 

resulting in more errors under dense conditions than sparse conditions. On the other hand, in a 

decay-lesioned system, activation can still travel effectively between levels, and if all activation 

decays at the same rate, then the target is still able to maintain its “edge” of activation relative to 

its neighbors. Thus, PND has a facilitative effect on word production in the normal and decay-

lesioned systems, with fewer errors made on targets with many neighbors than on targets with 

few neighbors.  

PND has been fairly consistently shown to have a facilitative role in speech production in 

individuals with aphasia, although the topic has not been extensively studied. In a study of 43 

speakers with aphasia performing a picture description and a picture naming task, Gordon (2002) 

found that increased density had a facilitative effect on word retrieval. Each participant described 

pictures and completed the Philadelphia Naming Test (PNT; Roach, Schwartz, Martin, Grewal, 

& Brecher, 1996). To analyze errors made during the picture description task, a set of control 

words that were correctly produced was gathered from the participant’s speech. The errors were 

matched to the words in the control set on grammatical class and number of syllables, to the 

greatest extent possible. Words produced in error were found to have significantly fewer 

neighbors (p < .001), as well as being lower frequency. These results suggest that the facilitative 

boost that has been shown to play a role in speech production in individuals without aphasia may 

be a factor in speech production in participants with aphasia as well. However, the participants in 



 

10 

 

this study were not differentiated by type of aphasia. In addition, only the participants’ 

phonologically related speech errors were included in the data analysis. These results, therefore, 

do not clarify the wider picture of PND effects on individuals with different types and severities 

of aphasia.  

Best (1995) reported on a case study of a participant with aphasia who showed higher 

picture naming accuracy for targets with more neighbors when length of the word was 

controlled. The stimuli were matched for word frequency as well as imageability, another 

variable that has been found to play a role in word retrieval in speakers with aphasia. Initial 

analysis indicated that longer words were produced more accurately, suggesting that neighbors 

played a competitive role for this participant, since longer words have fewer phonological 

neighbors. In order to separate out effects of density, Best performed further analyses with only 

the bisyllabic items from the set of stimuli. The participant was more accurate when naming 

bisyllabic targets with more phonological neighbors (67%) than bisyllabic targets with fewer 

neighbors (44%). This suggests that when stimulus length was restricted, the presence of 

neighbors was beneficial to this participant’s ability to retrieve and produce the target.  

PND has also been shown to have an effect on the types of speech errors that individuals 

with aphasia make. Researchers have reported that for words with many neighbors, non-word 

and semantic errors are less likely to occur, and phonologically related real-word errors such as 

“cap” for “cat” are more likely to occur (Laganaro, Chetelat-Mabillard, & Frauenfelder, 2013; 

see also Gordon, 2002; Kittredge, Dell, & Schwartz, 2006). Explanations for these findings can 

be found within the framework of an interactive activation model, such as those of Dell and 

colleagues (1997) and Dell and Gordon (2003). Dell and Gordon’s modeling results showed 

fewer non-word errors and semantic errors in all models (i.e., weight-lesioned, decay-lesioned, 

and normal) when the phonological neighborhood of the target was dense compared to when the 

neighborhood was sparse or empty. These results can be explained by feedback activation within 

the lexicon. As activation returns from the phonological level to the lemma level, the lexical bias 

effect occurs, lessening the likelihood of non-word errors, and feedback activation to the 

semantic or conceptual level decreases the chances of a semantically related word being 

produced in error. However, it is possible that the frequency of the other major error category, 

phonological errors, would not be reduced, as having more neighbors increases the potential for 

this type of error, even though it appears to increase overall accuracy.  
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This raises the question of how PND affects error patterns in individuals with different 

profiles of naming performance. Middleton and Schwartz (2010) found increased PND to be 

facilitative for all three participants with aphasia in their study, regardless of the individual’s 

profile of speech errors. The participants were categorized by the predominant type of speech 

errors that they made (mainly semantic errors or mainly phonological errors). Errors were 

categorized using an adapted version of the PNT criteria (Roach et al., 1996). The participants 

were grouped in this manner due to different stages of lexical access being implicated (i.e., 

impairment of lemma selection leading to semantic errors or impairment of phonological 

selection or encoding leading to phonological errors). The authors wanted to test Dell and 

Gordon’s (2003) prediction that PND influences both stages of lexical access. The two 

participants who made mainly phonological speech errors both made more phonological errors 

on targets from sparse than dense neighborhoods (for P1, p = .02; for P2, p = .05). Regression 

analyses were used to confirm that the effects of density observed were independent of those due 

to many other lexical factors, such as familiarity, word frequency, length, and age of acquisition. 

The remaining participant, P3, who made mostly semantic errors, also showed a facilitative 

effect of density, as she made semantic errors less frequently on high-density targets. P3 was 

then asked to name a new, smaller set of picture stimuli, which controlled more stringently for 

some of the lexical variables examined in the previous experiments (i.e., imageability, age of 

acquisition, and neighborhood frequency), as well as a new variable, homophony. P3 still made 

more semantic errors for low-density than high-density targets, although the effect was no longer 

significant (p = .12). Overall accuracy, however, was still found to be significantly facilitated by 

PND (p = .05).  

Applying these results to the theoretical models discussed earlier provides further support 

for feedback within the system. Since PND, a phonological variable, had a facilitative impact on 

the naming of an individual with a semantic impairment, activation must be returning to higher 

levels (i.e., the conceptual semantics level) of the lexicon via bidirectional connections. PND 

was therefore shown to facilitate both steps of lexical access: lemma selection and phonological 

retrieval and encoding (Middleton & Schwartz, 2010). However, the fact that the authors did not 

identify parameter values for their participants limits the specificity of their results. In addition, a 

small sample size does not provide convincing evidence of the effects of PND.   
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In general, the research discussed thus far indicates paints an unclear picture of the 

effects of PND on language processing. During the process of word recognition, having more 

neighbors appears to be harmful, as an increased number of neighbors creates competition which 

slows recognition. During word production, varying effects have been found across the lifespan 

as well as in speakers without aphasia. In individuals with aphasia, there is some evidence that 

increased PND is beneficial during word production. However, it is uncertain whether PND 

plays different roles for individuals with different types of naming impairments. We attempted to 

provide preliminary results which answer this question, using different classification and 

methods of analysis than have been utilized in past research.  

The current study  

This study builds on Dell and Gordon’s (2003) simulations by testing their predictions with 

naming data from individuals with aphasia. Picture-naming data from 22 individuals with 

aphasia was used to investigate the effects of PND on the accuracy of word production in 

aphasia, as well as patterns of speech errors. By fitting each participant’s error profiles to Dell et 

al.’s model (1997), available at http://langprod.cogsci.illinois.edu/cgi-bin/webfit.cgi, we 

determined whether each participant had a weight impairment (w), indicating that the 

connections between the levels of the mental lexicon were weakened, or a decay impairment (d), 

in which node activation within the lexicon decayed too quickly. We also generated values for 

semantic and phonological weight (s and f) in order to compare fits of the two models for these 

participants. In addition, we wanted to examine the possible differential PND effects on naming 

of weight lesions at either semantic-lexical (s) or lexical-phonological (f) connections, which 

have not been explored in previous research. Accuracy of naming responses and error patterns 

were compared across the four parameters, with values of the parameters arranged continuously, 

which represents another novel contribution of this study.  

According to Dell and Gordon’s simulations, PND should have differential effects for 

individuals with differing lexical impairments. Those with weight impairments were expected to 

display decreased or absent facilitation when producing targets with more phonological 

neighbors, because the weakened connections decrease the coherence of the lexical network as a 

whole. In those with decay impairments, similar effects of PND as in normal speech production 

were expected, because the target can still maintain its “edge” of activation relative to its 

neighbors. Regarding the level of deficit, the connections from lemmas to their phoneme 

http://langprod.cogsci.illinois.edu/cgi-bin/webfit.cgi
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components are hypothesized to be more important for the effect of PND, since it is feedback 

along these connections that activates neighbors. Thus, individuals with impaired f values were 

predicted to show weakened feedback from phonological components, resulting in weaker 

activation of phonological neighbors. On the other hand, the connections from semantics to 

lemmas activate semantic neighbors. Therefore, in those with weakened s weights, semantic 

competitors are less likely to be activated, but whatever activation reaches the target should 

spread normally to phonological neighbors. Thus, neighborhood effects should be relatively 

preserved. On the other hand, if feedback from neighbors helps reduce errors at both levels, as 

suggested by the results of Middleton and Schwartz (2010), then impairment at both levels might 

reduce the facilitative impact of neighborhood density. This study will build on past findings and 

start addressing this gap in the research by classifying participants in a novel way, comparing the 

weight-decay and semantic-phonological methods of conceptualizing lexical access, and 

arranging parameters values continuously.  
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CHAPTER 2 

METHODS 

Participants 

Participants were recruited from the Wendell Johnson Speech and Hearing Clinic at the 

University of Iowa, the Moss Rehabilitation Research Institute in Philadelphia, PA, and the 

Aphasia Rehabilitation Research Lab at Temple University. Participants had a confirmed 

diagnosis of aphasia and were at least 3 months post-onset of their aphasia. Exclusionary criteria 

included more than a moderate hearing loss, a history of language, learning, or psychiatric 

disorders, and neurological disorders other than aphasia resulting from a stroke. All participants 

reported that English was their native language; however, twelve participants reported some 

degree of experience with one or more other language (i.e., spoke or understood at least “a little” 

of a language other than English). Formal motor-speech evaluations were not completed; 

however, four participants demonstrated characteristics of dysarthria in addition to aphasia, and 

two participants demonstrated signs of apraxia of speech. None of these were more severe than a 

mild-moderate motor speech disorder. Participants ranged in age from 24 to 87 years old (M = 

59.6), in years of education from 10 to 22 (M = 15.8), and in time post-onset of aphasia from 11 

to 382 months (M = 81.6). The most common type of aphasia among the sample was anomic 

aphasia (14 participants). The Aphasia Quotient (AQ) score on the Western Aphasia Battery-

Revised (WAB-R; Kertesz, 2006) for the 18 participants to whom this test was administered 

ranged from 46.8 to 95.2 (M = 77.0). Participant characteristics are shown in Table A1 in the 

appendix, and their scores on the WAB-R and other standardized aphasia assessments that were 

administered (e.g., BDAE, ADP) are provided in Table A2.  

Stimuli 

Participants named 200 black-and-white line drawings from the Philadelphia Naming 

Test (PNT; Roach, Schwartz, Martin, Grewal, & Brecher, 1996), the Boston Naming Test (BNT; 

Kaplan, Goodglass, & Weintraub, 1978), An Object & Action Naming Battery (Druks & 

Masterson, 2000), and the Snodgrass-and-Vanderwart-like pictures generated by the TarrLab 

(Rossion & Pourtois, 2004). All drawings had single-syllable labels and ranged in number of 

phonological neighbors from 0 to 40. Targets were restricted in length to one syllable in order to 

experimentally control for the interrelationship between word length and number of phonological 

neighbors.  



 

15 

 

Procedure 

The experiment was run using E-Prime software (Schneider, Eschman, & Zuccolotto, 

2002a, 2002b) on a Lenovo laptop computer. In the first part of the experiment, each participant 

was familiarized with the 200 stimuli to ensure all participants knew the intended name for each 

picture. The images and their written labels were presented in random order on the screen, 

accompanied by recorded auditory labels. No response was required. Following familiarization, 

participants were offered a brief break before beginning the naming experiment. The break was 

intended to introduce a time delay between the two tasks to minimize residual order effects.  

During the naming portion, the same 200 pictures were presented in 20 blocks of 10 

pictures each, in a different randomized order. Breaks of a few minutes were allowed between 

blocks. Participants were asked to name the picture in a single word and to speak as clearly as 

possible. Response latencies were measured using a voice-triggered response box, although these 

are not analyzed in the current study. Each participant had a maximum of 20 seconds after the 

onset of the picture in which to initiate a naming response. Responses were scored online by the 

examiner, and were also audio-recorded for later analysis.  

Transcription was completed by two individuals. Both listened to the audio files and 

transcribed participants’ responses, with one checking the work of the other. A third research 

assistant was consulted to resolve discrepancies that arose between the transcription of the first 

and second transcribers.  

Error coding 

Each response was initially coded using a scheme adapted from the PNT coding system 

(Roach et al., 1996), including correct responses and seven error categories: semantic errors, 

phonological errors, mixed errors, unrelated errors, visual errors, descriptions, and no response. 

Correct responses included the target label, as well as acceptable synonyms (e.g., “sack” for bag) 

and responses that were more specific than the target (e.g., “tennis shoe” for shoe) or more 

general than the target but still considered to be an acceptable label for the picture (e.g., 

“computer” for laptop). The semantic category of the coding scheme included the following: 

responses that were too general to be considered correct (e.g., “furniture” for chair); errors that 

were category coordinates (i.e., members of the same semantic category as the target, such as 

“snow” for rain); errors that had both a semantic and phonological relationship to the target (e.g., 

“pen” for pencil). Also included in this category were two-step errors, resulting from a 
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phonological error on a word with some semantic relationship to the target, resulting in either a 

real word (e.g., “moon” for bowl, assuming that “spoon” was activated as a semantically related 

word to the target) or a nonword (e.g., “flar” for tire, assuming that “car” was activated as a 

semantically related word to the target). Finally, an ‘Other’ semantic category was included for 

errors that were judged to be semantically related to the target, but for which none of the other 

categories was appropriate, such as “world” for globe.  

Phonological errors were coded, with one code for real-word responses (e.g., “took” for 

book) and a separate code for phonologically related nonwords (e.g., “shoop” for “shoe”). In 

order to be considered a phonologically related error, one of the following criteria had to be met: 

either the response shared at least one phoneme in word-initial position for responses of any 

length (e.g., “handle” and hat), or at least one phoneme in word-final position for monosyllabic 

responses only (e.g., “tan” for pen), or at least half of the phonemes in any position (e.g., “tap” 

for cat). Phonetically based errors such as phoneme distortions were considered correct if they 

were produced consistently, as these were indicative of either a dialectical variation (e.g., “rif” 

for wreath), or an impairment in motor speech. The Unrelated category included errors that had 

no discernible semantic or phonological relationship to the target, with separate codes for real-

word responses (e.g., “sign” for shoe) and unrelated nonwords (e.g., “leck” for bag). See Table 

A3 in the appendix for a summary of the coding scheme, with definitions and more examples. 

All error coding was completed by the first author.  

For the purposes of the present analyses, these error codes were then collapsed into 

broader categories corresponding to the categories used in the WebFit program (Semantic, 

Formal, Mixed, Nonword, and Unrelated). The correspondence of original response codes with 

the WebFit categories is shown in Table A3. In order to be compatible with WebFit error 

categories, several codes from the PNT protocol were excluded, as these were considered not to 

reflect a problem with lexical retrieval. Visual errors, which are based on misinterpretation of the 

picture, and which have no semantic relationship to the target, were excluded because the errors 

are assumed to result from an error in a stage prior to lexical retrieval (i.e., misunderstanding the 

picture). Picture-part errors in which the participant named the whole picture, when a part was 

the target, or vice versa, were excluded following the same rationale.  
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Descriptions or No Responses were also excluded from WebFit, as they do not constitute 

true naming attempts and thus are not accounted for within the model. Dell, Lawler, Harris, and 

Gordon (2004) reviewed theories which account for such errors of omission in speakers with 

aphasia: the independence model, the lexical-editor model, and the lexical-threshold model. The 

independence model, originally put forward by Ruml, Caramazza, Shelton, and Chialant (2000), 

proposes that non-naming responses result from unspecified processes which cause a proportion 

of all responses to be suppressed. The lexical-threshold model (Laine, Tikkala, & Juhola, 1998) 

suggests that errors of omission result from a target (or any other word) not reaching some 

minimum level of activation, which would trigger its production. These two models are similar, 

in that both suggest non-naming responses consist of a variety of error processes. By contrast, 

the lexical-editor model (Baars, Motley, & MacKay, 1975) suggests that an internal monitor 

specifically flags nonword errors before they are produced, and either corrects them or prevents 

them from being produced at all. Dell and colleagues (2004) used previously published naming 

data on the PNT from 14 participants with aphasia to compare the predictive power of these 

models, and concluded that the independence and lexical-threshold hypotheses better described 

the data. When individuals produced non-naming responses, such as circumlocutions, or did not 

respond at all, Dell and colleagues hypothesized that these responses were due to targets not 

reaching an adequate threshold of activation, thus word retrieval was not possible. For these 

reasons, these two categories of non-naming responses were excluded from WebFit 

categorization, and relative proportions of overt error categories were adjusted accordingly (i.e., 

proportions were calculated from the remaining categories).   

Analyses  

Once all errors had been re-categorized, WebFit was then used to determine values of the 

parameters w (representing connection weight within the participant’s lexicon) and d 

(representing rate of decay of individual nodes in the lexicon) which most closely approximated 

the participant’s actual performance. An identical fitting procedure was used to determine values 

for s and f, representing semantic and phonological connection strength, respectively. These 

values provide a more specific idea of where connections may be weakened and allowed us to 

examine for differential effects of PND when participants were classified in these ways.  

To examine the effects of phonological neighborhood density on accuracy and error 

patterns, the 200 targets were divided by a median split into high-density and low-density 
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groups. The median number of neighbors was 16, and the mean number of neighbors was 9 

neighbors for the low-density set and 25 neighbors for the high-density set. Each participant’s 

accuracy for high- and low-density items was calculated, using a binary classification system in 

which a score of 1 was given for the exact intended label only, and a score of 0 was given for any 

response other than the exact intended label, including non-naming errors such as 

circumlocutions and the various visual errors detailed above, or if the participant did not respond 

at all. The comparison of accuracy for these two sets yielded a “facilitation index” (FI). To 

investigate the influence of density on various error categories, the proportions of each error type 

were calculated for high- and low-density targets. Neighborhood facilitation was then calculated 

for each error category, as it was for correct responses, by comparing the proportion of each type 

of error for the high- and low-density items.  
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CHAPTER 3 

RESULTS 

Error patterns 

Across the five WebFit categories we coded (Semantic, Formal, Mixed, Unrelated, and 

Nonword), participants produced a total of 582 errors. Participants varied greatly in number of 

errors produced; one participant made only 1 error, and the maximum number of errors by any 

participant was 129. The mean number of errors per participant was 26 out of 200 trials (87% 

accuracy). Among all participants, the most common WebFit error category was Semantic errors, 

with 280 errors out of 582 total incorrect responses (48.11% of errors) falling into the Semantic 

category. The most common types of semantic errors were category coordinates (185 errors). 

After the Semantic category, the next most frequent category was Nonword errors (142 errors, or 

24.40%), followed by Formal errors (74, or 12.37%), Unrelated errors (64, or 10.99%), and 

Mixed errors (22, or 3.78%). Error patterns across all participants are shown in Figures 1 and 2 

in the appendix. Error patterns for each individual are shown in Tables A4 and A5.  

In order to reduce the complexity of the error analysis, ratios of “good” to “bad” errors 

were calculated for each participant. Errors were considered to be “good” if they had some 

relationship to the target (either semantic, phonological, or mixed), and “bad” if they did not 

have a relationship to the target (i.e., unrelated words and nonwords). In total, participants 

produced 376 “good” errors and 206 “bad” errors (an overall ratio of 1.8:1). The average good-

to-bad ratio across all participants was 4.1, ranging from 1:0 to 13:1. It should be noted that four 

of our participants did not produce any “bad” errors; thus, for these individuals, we manually 

added one good and one bad error in order to allow the calculation of a ratio.  

Model fits 

Parameter values for each participant, calculated using WebFit, are shown in Tables A4 

and A5. Values for w and d (Table A4) were based on the weight-decay model of Dell et al. 

(1997). Values for s and f weights (Table A5), representing semantic connection strength and 

phonological connection strength, respectively, were calculated based on the semantic-

phonological model proposed by Foygel and Dell (2000). For our participants, the two models 

appeared to fit the data similarly, as indicated by mean root-mean squared deviations (RMSD) of 

0.018 for the weight-decay model and 0.019 for the semantic-phonological model. These fits are 

even better than those calculated by Dell et al. (1997), for their 21 participants (RMSD = 0.0299) 
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and those calculated by Foygel and Dell (2000) for the same 21 participants (RMSD = 0.0297). 

Thus, our fits can be considered adequate by standards set in previous research.  

Lesion type and naming accuracy 

In order to examine effects of each lesion parameter (w, d, s, and f) on overall accuracy, 

we compared each participant’s fitted parameters to their patterns of overall accuracy and errors. 

Overall accuracy is represented on the right y-axis of each graph in Figure 3 in the appendix; the 

ratio of good:bad errors is represented on the left y-axis. The x-axis represents the participants’ 

parameter fits, with a separate graph for each parameter. 

Overall accuracy 

Overall accuracy was found to correlate significantly with each parameter. Unexpectedly, 

as connection weight (w) decreased, representing more severe impairment, overall accuracy 

increased (r = -0.637, criterion value for n = 22 is r = 0.360). However, in order to avoid extreme 

outliers’ impacts on the data, we performed further analyses which excluded participants with the 

lowest accuracy. When the two participants with the lowest overall accuracy were excluded, the 

relationship was weakened (r = -0.431) but still significant. In addition, it is evident from our 

analyses of error patterns that less severely impaired individuals may have decreased in overall 

accuracy but produced better errors, although this relationship did not reach statistical 

significance. As expected, as rate of decay (d) increased, indicating more severe impairment, 

accuracy significantly decreased (r = -0.775). Accuracy also increased with both semantic weight 

(s) (r = 0.436) and phonological weight (f) (r = 0.427). In summary, as each parameter was more 

impaired, participants’ overall accuracy suffered, with the exception of overall connection 

weight. For these individuals, even with the two outliers excluded, the direction of the effect 

indicated that as impairment worsened, participants were more accurate.  

Ratio of good to bad errors  

As introduced above, each participant’s ratio of “good” (semantically or phonologically 

related) to “bad” errors was calculated and correlated with that participant’s four parameter 

values. These patterns are represented on the left y-axes of Figure 3. Again, in order to calculate 

ratios for four participants who did not produce any “bad” errors, we manually added one good 

error and one bad error during analysis. To ensure that this manipulation did not skew the data, 

we conducted analyses of the error ratios both with and without these four participants, and 

found only slight differences in r values, indicating that our manipulation was a valid way to 
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proceed. These four individuals had aphasias which were at the milder end of the continuum of 

our sample and two were younger than the average age for all participants. For participants with 

weaker connection weights (w), the relationship between error ratio and parameter did not reach 

significance (r = 0.193; criterion value for n = 22 is 0.360).  With the uncorrected error ratios, 

the correlation still did not reach significance (r = 0.214). Correlation of participants’ d values, 

representing decay rate, with the ratio of good to bad errors also did not reach statistical 

significance (r = 0.089). Semantic weight (s) was significantly correlated with good-to-bad error 

ratio, such that participants with weaker semantic-to-lexical connections produced fewer “good” 

errors relative to “bad” errors (r = 0.654). The correlation between f and the ratio of good to bad 

errors was not significant (r = 0.174). In summary, the only aspect that appeared to have an 

impact on participants’ error profiles was the strength of connections between semantics and 

lemmas. For the other parameters, severity of impairment does not appear to have an impact on 

error profile.  

One drawback of categorizing errors into “good” and “bad” is that it reduced the 

specificity of our knowledge about participants’ error patterns by lumping semantic and 

phonological errors together as “good” errors. In order to further investigate our hypothesis 

regarding the relationship between semantic and phonological errors and the parameters s and f, 

we correlated participants’ values for each parameter with the number of each type of error that 

they made. The strength of semantic-lexical connections was significantly related to the 

likelihood of making semantic errors (r = -0.393), but not to making phonological errors (r = -

0.349; criterion value for n = 22 is r = 0.360), although the absolute difference between the 

correlations is small. The strength of lexical-phonological connections, on the other hand, did 

show a stronger tendency to predict phonological errors (r = -0.443) relative to semantic errors (r 

= -0.356). These results are shown in Figure A4.  

Facilitation Indices  

In order to relate participants’ values of the four parameters with overall accuracy and 

profile of error responses, a Facilitation Index (FI) for each participant was calculated by 

subtracting his or her overall accuracy for the low-density items from overall accuracy for the 

high-density items. A positive FI value indicated that high PND was facilitative, i.e., participants 

were more accurate for items with more neighbors. A negative FI value indicated that accuracy 

was higher for items with fewer neighbors. FI values for overall accuracy are shown in Table A6. 
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 In Figure 4 (appendix), participants are graphed continuously by the values of the four 

parameters of interest and the FIs calculated for overall accuracy are shown on the y-axis. FI was 

not significantly correlated with w or d (r = -0.004 and r = 0.158, respectively; criterion for n = 

22 is r = 0.360). Although most participants showed positive FIs, indicating that density 

provided some benefit, the degree of facilitation did not depend on the severity of weight or 

decay impairments. FI of overall accuracy did significantly and negatively correlate with s (r = -

0.555) and f (r = -0.373), such that participants with more severe impairments in either of these 

parameters experienced greater facilitation due to neighborhood density than did individuals with 

values for these parameters that approached normal. Overall, density facilitation occurred for 

individuals with varying degrees and types of impairments, at least as far as overall accuracy is 

concerned. However, for those with weight and decay impairments, similar facilitation effects 

were observed along the spectrum of severity, whereas for those with semantic and phonological 

weight impairments, individuals with worse impairments demonstrated a greater degree of 

facilitation. Thus, it appears that for our sample of participants, some benefitted from density 

more than others.  
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Table A3. Error coding scheme and correspondence with WebFit codes. 

Error Code Definition Example (target  

“response”) 

WebFit 

Category 

Semantic-General-

0 

(S-GEN-0) 

Too general to be considered 

correct; doesn’t adequately label the 

picture 

fox  “animal” Semantic 

Semantic-Category 

Coordinate  

(S-CAT) 

Member of same semantic category 

as target 

mountain  

“volcano”  

Semantic 

Semantic-Mixed  

(S-MIX) 

Both semantically and 

phonologically related to target 

cake  “bake”   Mixed 

Semantic-

Phonological-Word 

(S-PH-W) 

Real word phonologically related to 

semantic associate of the target (2-

step error) 

hammer “mail” 

(assuming hammer 

 nail, then nail  

“mail”)  

Mixed 

Semantic-

Phonological-

Nonword  

(S-PH-NW) 

Nonword phonologically related to a 

semantic associate (2-step error)  

chair  “pench” 

(assuming chair  

bench, then bench 

“pench”) 

Nonword 

Semantic-Other  

(S-OTH) 

Semantically related, but no other 

category is appropriate 

paper  “letter”  Semantic 

Phonological-Word 

(PH-W) 

Real word phonologically related to 

the target* 

dog  “bog”  Formal 

Phonological-

Nonword  

(PH-NW) 

Nonword phonologically related to 

the target* 

dog  “glog” Nonword  

Unrelated-Word  

(UN-W) 

Real word with no defined 

relationship to target 

book  “soap” Unrelated  

Unrelated-

Nonword 

(UN-NW) 

Response is a nonword with no 

defined relationship to target 

eye  “pental” Nonword 
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Table A4. w and d values.  

Participant and 

Parameter Settings 

Correct  Semantic  Formal  Mixed  Unrelated  Nonword  RMSD Good:Bad 

Ratio 

  

W3001         w = 

.037       

d = 

.694 

 0.7 

Actual  0.325 0.079 0.173 0.021 0.089 0.314   

Predicted  0.325 0.095 0.139 0.031 0.089 0.322 0.016  

W3018         w = 

.025      

d = 

.588 

 5.5 

Actual  0.934 0.031  0.026 0.000  0.000  0.010    

Predicted  0.908 0.043 0.014 0.011 0.004 0.021 0.014  

W3019         w = 

.020     

d = 

.588 

 3.0 

Actual  0.985 0.015 0.000  0.000  0.000  0.000   

Predicted  0.984 0.013 0.000  0.003 0.000 0.001 0.002  

W3020         w = 

.014          

d = 

.539 

 1.7 

Actual  0.899  0.048 0.016 0.000  0.011  0.026   

Predicted  0.893 0.042 0.017 0.009 0.006 0.033 0.006  

W3021         w = 

.047          

d = 

.648 

 10.0 

Actual  0.944 0.051 0.000  0.000  0.000  0.005   

Predicted  0.934 0.039 0.005 0.017 0.000  0.005 0.010  

W3022         w = 

.014          

d = 

.539 

 3.3 

Actual  0.931 0.048 0.005 0.000 0.016 0.000   

Predicted  0.893 0.042 0.017 0.009 0.006 0.033 0.022  

W3023         w = 

.029          

d = 

.501 

       1.0 

Actual  0.995  0.005 0.000  0.000 0.000 0.000    

Predicted  0.993  0.006 0.000  0.002  0.000  0.000  0.001  
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W3024         w = 

.014         

d = 

.510 

 5.0 

Actual  0.975  0.020  0.005 0.000  0.000  0.000    

Predicted  0.969  0.019  0.003  0.004  0.000  0.005  0.004  

W3025         w = 

.096         

d = 

.895 

 1.8 

Actual  0.356 0.396 0.007 0.013 0.107 0.121   

Predicted  0.407 0.128 0.160 0.071 0.059 0.175 0.134  

P01           w = 

.041        

d = 

.662 

 5.8 

Actual  0.813  0.126  0.033  0.000  0.022  0.005    

Predicted  0.789 0.079 0.040 0.027 0.012 0.052 0.031   

P03           w = 

.038         

d = 

.631 

 7.0 

Actual  0.915 0.064 0.005 0.005 0.005 0.005   

Predicted  0.904 0.049 0.013 0.016 0.002 0.015 0.010  

P04           w = 

.034      

d = 

.623 

  4.0 

Actual  0.896 0.067 0.005 0.010  0.010  0.010    

Predicted  0.888  0.053 0.017 0.016 0.004 0.021 0.010  

P05           w = 

.032         

d = 

.642 

 1.2 

Actual  0.679  0.126  0.032 0.016 0.047 0.100   

Predicted  0.674 0.089  0.068 0.026 0.033 0.110  0.023  

P06           w = 

.014         

d = 

.519 

 3.5 

Actual  0.955  0.030  0.005  0.000 0.000 0.010    

Predicted  0.952  0.027  0.005  0.006 0.001  0.010 0.003   

P07           w = 

.010         

d = 

.503 

 1.0 

Actual  0.959 0.010 0.010 0.000  0.000 0.020    

Predicted  0.935  0.032  0.008 0.006 0.002 0.017 0.014  
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P08          w = 

.008        

d = 

.508 

 1.4 

Actual  0.843  0.043 0.043 0.005 0.005 0.059   

Predicted  0.837  0.052  0.029 0.011 0.011 0.060 0.008   

P09           w = 

.011         

d = 

.507 

 5.0 

Actual  0.970  0.025 0.000  0.000  0.005  0.000    

Predicted  0.943 0.030 0.007 0.006 0.002 0.013 0.013  

P10           w = 

.010        

d = 

.507 

 0.8 

Actual  0.940  0.025  0.010  0.000 0.000 0.025   

Predicted  0.925 0.034 0.010  0.007 0.003 0.021 0.008   

P11           w = 

.057        

d = 

.725 

 4.0 

Actual  0.754 0.169 0.000  0.027 0.038 0.011   

Predicted  0.720 0.102 0.056 0.045 0.015 0.062 0.045  

P12           w = 

.038        

d = 

.642 

 2.3 

Actual  0.845 0.088 0.010 0.010 0.005 0.041    

Predicted  0.847 0.064 0.026 0.022 0.006 0.035 0.013  

P13           w = 

.032         

d = 

.591 

 8.0 

Actual  0.960 0.030 0.005 0.005 0.000 0.000    

Predicted  0.956  0.027 0.004 0.008 0.000  0.004 0.003  

P14           w = 

.043         

d = 

.641 

 13.0 

Actual  0.929 0.061 0.000 0.005 0.000 0.005   

Predicted  0.924 0.043 0.007 0.017 0.001 0.008 0.010  
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Table A5. s and f values. 

Participant and 

Parameter Settings 

Correct  Semantic  Formal  Mixed  Unrelated  Nonword  RMSD Good:Bad 

Ratio 

  

W3001         s = 

.011 

f = 

.016 

 0.7 

Actual  0.325 0.079 0.173 0.021 0.089  0.314   

Predicted  0.314 0.100 0.136 0.024 0.120 0.306 0.022  

W3018 s = 

.027 

f = 

.031 

 5.5 

Actual  0.934 0.031 0.026 0.000  0.000  0.010    

Predicted 0.904 0.049 0.015 0.014 0.005 0.013 0.016  

W3019 s = 

.053 

f = 

.046 

 3.0 

Actual 0.985 0.015 0.000 0.000 0.000 0.000   

Predicted 0.976 0.016 0.000 0.008 0.000 0.000 0.005  

W3020 s = 

.027 

f = 

.027 

 1.7 

Actual 0.899  0.048 0.016 0.000  0.011  0.026   

Predicted 0.871 0.053 0.022 0.014 0.006 0.034 0.014  

W3021 s = 

.089 

f = 

.024 

 10.0 

Actual 0.944 0.051 0.000  0.000 0.000  0.005   

Predicted 0.941 0.037 0.000 0.012 0.000 0.009 0.008  

W3022 s = 

.024 

f = 

.040 

 3.3 

Actual 0.931 0.048 0.005 0.000  0.016 0.000    

Predicted 0.898 0.053 0.021 0.017 0.009 0.002 0.017  

W3023 s = 

.049 

f = 

.057 

 1.0 

Actual 0.995 0.005 0.000  0.000  0.000  0.000    
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Predicted 0.977 0.013 0.000 0.010 0.000 0.000 0.009  

W3024  s = 

.032 

f = 

.059 

 5.0 

Actual 0.975  0.020  0.005  0.000  0.000  0.000    

Predicted 0.963 0.020 0.004 0.013 0.000 0.000 0.007  

W3025  s = 

.008 

f = 

.025 

 1.8 

Actual 0.356 0.396 0.007 0.013 0.107 0.121   

Predicted 0.373 0.142 0.181 0.030 0.181 0.093 0.130  

P01 s = 

.020 

f = 

.036 

 5.8 

Actual 0.813 0.126 0.033 0.000  0.022  0.005   

Predicted 0.805 0.083 0.050 0.022 0.033 0.007 0.022  

P03 s = 

.026 

f = 

.035 

 7.0 

Actual 0.915 0.064 0.005 0.005 0.005 0.005   

Predicted 0.906 0.050 0.016 0.015 0.006 0.007 0.009  

P04 s = 

.025 

f = 

.035 

 4.0 

Actual 0.896 0.067 0.005 0.010  0.010  0.010    

Predicted 0.898 0.054 0.018 0.016 0.008 0.007 0.008  

P05 s = 

.019 

f = 

.023 

 1.2 

Actual 0.679  0.126 0.032 0.016 0.047 0.100    

Predicted 0.672 0.090 0.070 0.022 0.046 0.100 0.022  

P06 s = 

.034 

f = 

.029 

 3.5 

Actual 0.955 0.030  0.005 0.000  0.000  0.010    

Predicted 0.942 0.030 0.005 0.010 0.001 0.012 0.007  

P07 s = 

.039 

f = 

.024 

 1.0 

Actual 0.959 0.010 0.010 0.000 0.000  0.020    
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Predicted 0.935 0.024 0.006 0.008 0.000 0.026 0.012  

P08 s = 

.026 

f = 

.023 

 1.4 

Actual 0.843  0.043 0.043  0.005 0.005 0.059   

Predicted 0.812 0.056 0.033 0.015 0.009 0.076 0.017  

P09 s = 

.029 

f = 

.046 

 5.0 

Actual 0.970 0.025 0.000  0.000  0.005 0.000    

Predicted 0.943 0.034 0.007 0.013 0.005 0.001 0.013  

P10 s = 

.035 

f = 

.026 

 0.8 

Actual 0.940  0.025  0.010  0.000  0.000  0.025   

Predicted 0.927 0.030 0.008 0.009 0.001 0.025 0.007  

P11 s = 

.018 

f = 

.034 

 4.0 

Actual 0.754  0.169 0.000  0.027 0.038 0.011   

Predicted 0.742 0.098 0.071 0.024 0.053 0.013 0.042  

P12 s = 

.027 

f = 

.025 

 2.3 

Actual 0.845  0.088 0.010  0.010  0.005 0.041    

Predicted 0.859 0.053 0.024 0.014 0.006 0.044 0.017  

P13 s = 

.030 

f = 

.049 

 8.0 

Actual 0.960 0.030 0.005 0.005 0.000  0.000    

Predicted 0.953 0.029 0.005 0.012 0.001 0.000 0.004  

P14 s = 

.095 

f = 

.026 

 13.0 

Actual 0.929 0.061 0.000  0.005  0.000  0.005   

Predicted 0.937 0.040 0.000 0.013 0.000 0.011 0.010  
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Table A6. FIs for overall accuracy. 

Participant Mean Accuracy 

High-Density 

Mean Accuracy 

Low-Density 

Facilitation 

Index 

W3001 0.37 0.25 0.12 

W3018 0.93 0.90 0.03 

W3019 0.99 0.97 0.02 

W3020 0.93 0.77 0.16 

W3021 0.94 0.91 0.03 

W3022 0.89 0.86 0.03 

W3023 1.00 0.99 0.01 

W3024 0.99 0.95 0.04 

W3025 0.30 0.23 0.07 

P01 0.76 0.72 0.04 

P03 0.90 0.82 0.08 

P04 0.89 0.84 0.05 

P05 0.74 0.55 0.19 

P06 0.94 0.95 -0.01 

P07 0.97 0.92 0.05 

P08 0.86 0.70 0.16 

P09 0.97 0.95 0.02 

P10 0.95 0.93 0.02 

P11 0.73 0.65 0.08 

P12 0.83 0.80 0.03 

P13 0.97 0.93 0.04 

P14 0.88 0.94 -0.06 
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Figure 1. Error patterns by WebFit categories. 

 

Figure 2. Error patterns by specific code. 
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Figure 3. Good:bad error ratio and overall accuracy graphed by values of the four parameters (w, 

d, s, and f).  

 

a. Participants graphed by w. 

 
 

 

b. Participants graphed by d.  

 
 

 

 

 

 

r = -0.637 

r = 0.193 

r = -0.775 

r = 0.089 
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c. Participants graphed by s.  

 
 

 

d. Participants graphed by f. 

 
 

 

 

 

 

 

r = 0.436 

r = 0.654 

r = 0.174 

r = 0.427 
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Figure 4. Semantic and phonological weights and errors. 

a. Participants graphed by s. 

 

 

 

 

 

 

 

 

r = -0.393 

r = -0.349 
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b. Participants graphed by f.  

 

 

  

r = -0.356 

r = -0.443 
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Figure 5. Facilitation Indices for overall accuracy.  

 

 

 

 

r = -0.004 

r = 0.158 
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