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Using the original α and β values for silt loam there was very little soil near full 

saturation. To better represent the quick change in groundwater observed following storm 

events, three new sets of α and β values were selected all of which resulted in a larger 

capillary fringe. These α and β values are shown in Table 5.2 and the plots of the soil 

saturation are shown in Figure 5.6. 

Table 5.2: Van Genuchten α and β parameters used in the calibration simulations. 

Van Genuchten Parameter α β 

Original 1.88 3.17 
Calibration Set 1 0.25 4.50 
Calibration Set 2 0.30 3.90 
Calibration Set 3 0.41 2.80 

 

Figure 5.6: The alternative Van Genuchten α and β values which were used for 
calibration of URC watershed model. 

Using these new α and β values, simulations were run to examine which 

calibration ratios most closely matched the target values. The different α and β values 
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showed quite different responses. The groundwater response were Thiessen polygon 

weighted at the six observation wells in the watershed and the watershed average was 

compared to the groundwater response at the USGS well. 

Figure 5.7 compares the results from the different calibration sets with each other. 

From this figure it can be seen that the groundwater response in the original value set 

responds with quick peaks but without the slow decline in water table observed in the 

USGS well. The simulated results with calibration sets 1 and 2 are very similar owing to 

the fact that several of the observation wells experienced full saturation during the 

simulation. This full saturation is not observed in the USGS well nor would it be 

expected over this time period. 

Figure 5.8 compares the results with the third set of calibration values to the 

observed response at the USGS well. This third set of values was determined to most 

accurately represent the observations from the USGS well. The magnitude of the 

groundwater response was less than observed in the USGS groundwater well but since 

the simulated results were averaged over the entire watershed instead of at a single 

location it was not expected to achieve identical magnitudes. The results shown in these 

figures are from the first year of simulated data.  
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Figure 5.7: The simulated groundwater responses for the original α and β values and the 
three calibration value sets. 

Figure 5.8: The simulated groundwater response using α and β values from calibration set 
3 and the data from the USGS groundwater well. The response from calibration set 3 is 
the closest to what is expected based on the data from the USGS groundwater well. 
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Table 5.3 shows the calibration ratios for the three different simulations. As with 

the figures, the ratios in this table are from the first year of the simulations. Although this 

did not represent a pseudo steady state, it was the most informative of the simulations 

years. Beyond this point the model stored too much water and greatly overshot the 

discharge to precipitation ratio. The complete table of results for this calibration 

component can be found in Appendix A. 

Table 5.3: Results from the calibration of Van Genuchten α and β values. The most 
accurate groundwater response was observed using calibration set 3. 

Ratios Target 
Initial 
Values 

Calibration 
Set 1 

Calibration 
Set 2 

Calibration 
Set 3 

Q/P 0.25 0.15 0.49 0.38 0.26 
ET/P 0.75 0.08 0.34 0.38 0.45 
E/ET 0.30 0.74 0.58 0.47 0.38 
T/ET 0.70 0.26 0.42 0.53 0.62 
Qb/Q 0.55 0.48 0.26 0.30 0.36 
Q/Qr 

(Spillville) 
1.00 0.54 1.75 1.36 0.94 

Q/Qr (Otter 
Creek) 

1.00 0.56 1.86 1.45 1.00 

5.4.2 Transpiration Limiting Saturations Parameters 

As the name suggests the TLS parameters control the conditions under which 

transpiration is allowed to occur and therefore how much transpiration occurs. In Iowa, 

transpiration accounts for approximately 70% of total evapotranspiration; unless the 

correct amount of transpiration is achieved in the model it will not be possible to achieve 

the correct amount total evapotranspiration. Since the input for HGS is PET, the TLS 

parameters also control how much evaporation is allowed to occur because as 

transpiration is reduced there is more potential for evaporation. The four TLS parameters 

are: moisture content at the wilting point (θwp), moisture content at the field capacity (θfc), 
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moisture content at the oxic limit (θo), and moisture content at the anoxic limit (θan). HGS 

uses the Kristensen and Jensen (1975) approach to estimate actual transpiration (Tp): 

 

T୮ ൌ fଵሺLAIሻfଶሺθሻRDF൫E୮ െ Eୡୟ୬൯ 

where, 

f1(LAI) = Function of the leaf area index 

f2(θ) = Function of the water content as shown below 

RDF = Root distribution function where Ep is the PET and Ecan is the canopy 

evaporation 

 

The water content function, f2(θ), varies between 0 and 1 with the form: 
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The shape of the f2(θ) function is shown in Figure 5.9 using the values θwp=0.20, 

θfc=0.32, θo=0.76, θan=0.90, and the transpiration fitting parameter C3=2.31x10-7 (Li et al. 

2008). As the figure shows, the transitions between f2(θ)=0 and f2(θ)=1 are very distinct 

and occur at the field capacity and the oxic limit. The change is particularly abrupt 

because the transpiration fitting parameter (C3) is small, a larger C3 value would result in 

a more gradual transition. 
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Figure 5.9: The plot of the water content function with θwp=0.20, θfc=0.32, θo=0.76, 
θan=0.90, and the transpiration fitting parameter C3=2.31x10-7. 

Four different literature sources were reviewed to determine acceptable values for 

the TLS parameters. These sources and the values suggested by each are shown in Table 

5.4. 

Table 5.4: TLS values from literature sources. These values were used as a starting point 
for the TLS calibration simulations. 

TLS Parameter 
Li et al. 
(2008) 

Sciuto and 
Diekkruger 

(2010) 

Cornelissen et 
al. (2014) 

Schilling et 
al. (2014) 

Wilting Point 
(θwp) 

0.20 0.30  0.05 

Field Capacity 
(θfc) 

0.32 0.40  0.15 

Oxic Limit (θo) 0.76 0.85 0.88-0.90 1 
Anoxic Limit (θan) 0.90 0.97 0.96-0.97 1.001 

The TLS values which were used in the calibration process were based on these 

literature values but the values were adjusted as the outcomes of various calibration tests 

0.0

0.2

0.4

0.6

0.8

1.0

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

f 2
(θ

)

Water Content

Water Content Function Values



65 
 

 

were examined. Including the original values, there were six sets of TLS values used 

during the calibration process (Table 5.5). 

Table 5.5: TLS value sets used in the calibration process. 
TLS 

Parameters 
Original 

Set 
Set 1 Set 2 Set 3 Set 4 Set 5 

Wilting 
Point (θwp) 

0.20 0.20 0.20 0.20 0.20 0.20 

Field 
Capacity 

(θfc) 
0.32 0.32 0.32 0.32 0.32 0.32 

Oxic Limit 
(θo) 

0.76 0.76 0.79 0.76 0.76 1.00 

Anoxic 
Limit (θan) 

0.90 0.93 0.95 0.97 0.99 1.01 

When these calibration simulations were run and the ratios were compared, it 

became apparent that the simulations improved as the anoxic limit increased and the best 

simulation was found with the oxic limit of 1.00 and anoxic limit of 1.01. The ratios 

reported in Table 5.6 are from the fifth year of the simulation; although the simulations 

had not yet reach a pseudo steady state the information was sufficient to select a the 

preferred TLS values. The results from all simulated years can be found in Appendix A 

along with the percent change between years for the volume of each water balance 

component. 

These high oxic and anoxic limits ensures that transpiration is always active. 

Although this stretches the bounds of what is physically realistic, it produced the most 

accurate calibration ratios and outlet hydrograph (Figure 5.10); when lower anoxic limits 

were used the small peak in October was much too high and not enough water left the 

watershed through evapotranspiration. 
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Table 5.6: Results from the TLS calibration simulations. The calibration ratios are given for the 5 different TLS value sets tested along 
with the initial values. The results from calibration set 5 were deemed to be the best based on the ratios and comparisons of the plots. 
The reported ratios are from the fifth year of simulation and although the simulations had not yet achieved a pseudo steady state the 
information they provided was sufficient to pick a set of values for future simulations. 

Ratios Target Original Set 
Calibration 

Set 1 
Calibration 

Set 2 
Calibration 

Set 3 
Calibration 

Set 4 
Calibration 

Set 5 

Q/P 0.25 0.72 0.70 0.67 0.62 0.51 0.36 
ET/P 0.75 0.28 0.31 0.33 0.38 0.46 0.65 
E/ET 0.30 0.73 0.67 0.61 0.53 0.43 0.29 
T/ET 0.70 0.27 0.33 0.39 0.47 0.57 0.71 
Qb/Q 0.55 0.27 0.27 0.27 0.27 0.30 0.30 
Q/Qr 

(Spillville) 
1.00 2.56 2.48 2.39 2.23 1.81 1.27 

Q/Qr (Otter 
Creek) 

1.00 2.56 2.47 2.38 2.20 1.80 1.21 
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Figure 5.10: The discharge for 2014 using the TLS values from calibration set 5. These 
results were from the fifth simulated year with 2014 data and although it was not at a 
pseudo steady state it did provide enough information to determine that this set of TLS 
values were most appropriate. 

5.4.3 Tile Layer Hydraulic Conductivity 

The tile layer was included over the entirety of the URC model but in reality 

drainage tiles are only located in agricultural fields where the owner or farmer believes 

that the soil does not drain adequately for maximum productivity. To account for this 

difference, the hydraulic conductivity of the tile layer was adjusted using an equation 

developed by Thomas (2015) which uses the Total Drainage Density (TDD) of an Iowa 

watershed to estimate the saturated hydraulic conductivity of the tile layer media. The 

equation is given as: 
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Kୱሺୣ୯ሻ ൌ 5242	TTDଶ  2295	TTD  1.4 

where, 

Ks(eq) = Saturated hydraulic conductivity of the tile layer in meters per day 

TDD = Total Drainage Density in linear meters of drain tile per square meter of 

surface area 

 

To determine the TDD, it was assumed that the drain tile is arranged in a regular 

rectangular pattern which means that the TDD is the inverse of the tile spacing. The tile 

spacing in URC was determined from the Iowa Drainage Guide based on the soil types 

within the watershed (Melvin et al. 2008). URC is primarily made up of well drained, silt 

loam soil with 70.8% of the watershed Fayette soil and 21.5% Downs soil. Based on the 

Iowa Drainage Guide, Fayette soil does not require drainage while it is recommended that 

Downs soil have a tile spacing of 70 to 90 feet (21.3 to 27.4 meters). Figure 5.11 shows 

the areas which would require tile drainage to achieve full productivity according to the 

Iowa Department of Natural Resources (Iowa Department of Natural Resources and Iowa 

Geological Survey 2003-2014).The use of drain tile can improve crop yields and as a 

result many farmers will install tile on land where it may not necessarily be required to 

ensure the best conditions possible (Schilling and Helmers 2008). For this reason it is 

likely that all of the Downs soil areas and some of the Fayette soil areas have drain tile 

installed. 
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Figure 5.11: Areas within URC watershed requiring drainage tile to achieve full 
productivity. Drainage tile can be installed outside of this region if the farmer or 
landowner thinks that it will increase productivity. 

To determine the best tile spacing estimate for the URC model, five different 

spacing values were simulated and the calibration target ratios were examined. Table 5.7 

shows the different tile spacing values along with the equivalent hydraulic conductivities 

and Table 5.8 shows the ratio results. These ratio results are from the sixth simulated year 

at which time all of the simulations had reached a pseudo steady state. The results for all 

six simulated years are shown in Appendix A along with the percent change between 

years for the volume of each water balance component. 
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Table 5.7: Tile spacing and the equivalent hydraulic conductivity used in URC 
calibration simulations. Five different tile spacing options were simulated. 

Tile Spacing (meters) 
Equivalent Hydraulic Conductivities 

meters per day meters per second 

10 283.32 0.0032792 
15 177.70 0.0020567 
20 129.26 0.0014960 
25 101.59 0.0011758 
30 83.72 0.00096903 
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Table 5.8: Results from tile spacing simulations. The calibration ratios are given for the five different tile spacing intervals along with 
the ratios for the simulation without tile. These ratios are from the sixth year of each simulation. The results of the simulation with 10 
meter tile spacing were deemed to be the best in that the simulations using this value closely matched the target values. 

Ratios Target No Tile 10 Meters 15 Meters 20 Meters 25 Meters 30 Meters 

Q/P 0.25 0.36 0.36 0.36 0.36 0.36 0.36 
ET/P 0.75 0.65 0.65 0.65 0.65 0.65 0.65 
E/ET 0.30 0.29 0.29 0.29 0.29 0.29 0.29 
T/ET 0.70 0.71 0.71 0.71 0.71 0.71 0.71 
Qb/Q 0.55 0.30 0.68 0.60 0.55 0.51 0.48 
Q/Qr 

(Spillville) 
1.00 1.27 1.28 1.28 1.27 1.27 1.27 

Q/Qr (Otter 
Creek) 

1.00 1.22 1.21 1.21 1.21 1.21 1.21 
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The results show that as the tile density increases, the proportion of baseflow also 

increases without other major ratio impacts. As the baseflow increases, the event peaks 

are reduced and as such the tile spacing was a useful tool in reducing the peaks so they 

more closely matched the estimates based on Otter Creek at Elgin and the Turkey River 

at Spillville. Although the baseflow to total flow ratio was at the upper end of the 

reasonable range, it was determined that the 10 meter tile spacing was the most 

appropriate because the ratios were reasonable and the event peaks were the lowest of the 

spacing options tested. The simulated discharge is shown in Figure 5.12 along with the 

estimated discharges based on the USGS gauges Otter Creek at Elgin and the Turkey 

River at Spillville. 

Figure 5.12: The discharge for the sixth year of 2014 simulation using the 10 meter tile 
spacing. This was the most accurate of tile spacing calibration simulations. 
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5.4.4 Rill Storage 

While the calibration of the tile layer conductivity was taking place, the value for 

the specified rill storage was also being calibrated. These rill storage calibration 

simulations did not include the tile layer and the preferred option from each of these last 

two calibration steps were combined in the final model. This approach broke from the 

previous steps which all built upon one another. 

Rill storage is the depth of water required on the surface before water is allowed 

to run off the landscape. All previous simulations had specified the rill storage to be 

0.002 meters but literature values up to 0.2 meters can be found (Frei and Fleckenstein 

2014). The calibration of the URC model was performed within this range by testing rill 

storage values of 0.02 and 0.2 meters along with the initial value of 0.002 meters. The 

downside to increasing the rill storage depth is that it increases the required computing 

time. The impact was most significant with the rill storage of 0.2 meters where the 

simulation was stopped before one simulated year was complete because it was running 

prohibitively slow. The simulation with 0.02 meter rill storage was allowed to continue 

running but was approximately 45% slower than the simulations with the rill storage of 

0.002 meters. 

Table 5.9 contains the calibration ratios for the completed rill storage simulations 

in year 6 of the simulation when both simulations had reached a pseudo steady state. The 

calibration ratios and the percent volumetric change in each of the components of the 

hydrologic cycle can be found in Appendix A. 
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Table 5.9: Results from the rill storage calibration tests. These results are from the sixth 
year of the calibration test when both simulations had reached a pseudo steady state. 

Ratios Target 0.002 Meter Rill Storage 0.02 Meter Rill Storage 

Q/P 0.25 0.36 0.36 
ET/P 0.75 0.65 0.65 
E/ET 0.30 0.29 0.31 
T/ET 0.70 0.71 0.69 
Qb/Q 0.55 0.30 0.26 
Q/Qr 

(Spillville) 
1.00 1.27 1.28 

Q/Qr (Otter 
Creek) 

1.00 1.22 1.22 

Based on these results, it was deemed that the small changes in the calibration 

ratios were outweighed by the increase in simulation time so the smaller rill storage 

(0.002 meters) was selected as the preferred option for the final URC model. 

5.5 Final Parameter Values 

Once the calibration process was complete, the final set of parameter values was 

assembled. Since the change in the rill storage value caused the simulations to slow down 

and would not be used in the final model, the preferred tile layer hydraulic conductivity 

simulations combined the best options from the other calibration simulations and it was 

selected as the final model. Plots and ratios for this final model can be found in the 

previous section discussing the tile layer hydraulic conductivity calibration. Table 5.10 

contains the final material property values, Table 5.11 contains the final overland 

property values, Table 5.12 contains the final evaporation property values, and Table 5.13 

contains the transpiration property values. The final LAI time series for agricultural, 

grassy, and forested areas used to calculate the evapotranspiration in the model can be 

found in Appendix B. The LAI values for developed areas and the stream remained 1.0 

and 0 respectively. 

 



75 
 

 

Table 5.10: Final material property values used in URC watershed model. 

Soil Type 
Horizontal 
Hydraulic 

Conductivity (m/s) 
Porosity α β 

Silt Loam 2.11x10-6 0.439 0.41 2.80 
Silt Clay 1.11x10-6 0.481 1.62 1.32 

Loamy Sand 4.43x10-6 0.387 2.67 1.45 
Loam 1.39x10-6 0.399 1.11 1.47 

Rock Outcrop 1.60x10-6 0.400 2.70 4.00 
Tile 3.28x10-3 0.439 1.12 1.47 

Stream 1.20x10-3 0.440   

Table 5.11: Final overland property values used in URC watershed model. 

Land Cover Type X and Y Friction Rill Storage Coupling Length 

Agricultural 0.07 0.002 0.01 

Grass 0.07 0.002 0.01 
Forest 0.12 0.002 0.01 

Developed 0.10 0.002 0.01 
Wet Areas 0.05 0.002 0.01 

Stream 0.03 0.002 0.01 
Overland (Other) 0.08 0.002 0.01 

Table 5.12: Final evaporation property values used in URC watershed model. 

Land 
Cover 
Type 

Evaporation 
Depth 

Evaporation Limiting 
Saturation 

Canopy 
Storage 

Parameters 

Initial 
Interception 

Storage Minimum Maximum 

Agricultural 0.2 0.30 0.40 0.00005 0.0 
Grass 0.2 0.30 0.40 0.00005 0.0 
Forest 0.2 0.30 0.40 0.00005 0.0 

Developed 0.2 0.30 0.40 0.00005 0.0 
Stream 0.0 0.20 0.32 0.0 0.0 
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Table 5.13: Final transpiration property values used in URC watershed model. 

Land 
Cover Type 

Root 
Depth 

TLS Parameters 
Transpiration Fitting 

Parameters 

Wilting 
Point 

Field 
Capacity 

Oxic 
Limit 

Anoxic 
Limit 

C1 C2 C3 

Agricultural 1.00 0.20 0.32 1.00 1.01 0.30 0.2 2.31x10-7 
Grass 0.93 0.20 0.32 1.00 1.01 0.30 0.2 2.31x10-7 
Forest 2.00 0.20 0.32 1.00 1.01 0.30 0.2 2.31x10-7 

Developed 1.00 0.20 0.32 1.00 1.01 0.30 0.2 2.31x10-7 
Stream 0.00 0.29 0.30 0.31 0.32 0.00 1.0 0.0 

5.6 Chapter Summary 

As with all models, the URC model required calibration to ensure that the 

simulations were accurately representing what was naturally occurring. The initial 

conditions for the model were developed from a fully saturated state by allowing the 

model to drain with a small amount of continuously applied PET. The depth to the 

groundwater tables was monitored in six observation wells scattered in the watershed and 

the average depth to the water table in these wells was compared to the depth to water 

table in a nearby USGS groundwater well. The output file specifying the initial heads for 

the model was selected by choosing the output time where the average depth was in 

adequate agreement with the USGS well. This output file provided the starting condition 

for the simulations but the examination of the model performance primarily occurred 

once the model had reached a pseudo steady state where the annual volumetric change in 

the main components of the hydrologic cycle was less than 1%. 

Once the initial conditions for the model were selected, calibration moved on to 

fitting the model parameters. Four different areas were examined during the calibration 

process: the Van Genuchten α and β values, the TLS parameters, the tile layer hydraulic 

conductivity, and the rill storage value. Simulations were performed which examined the 

impacts these parameters had on the model. The results from these simulations were 

compared by looking at annual hydrologic ratios. The annual hydrologic ratios examined 
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were total discharge to precipitation (Q/P), evapotranspiration to precipitation (ET/P), 

evaporation to evapotranspiration (E/ET), transpiration to evapotranspiration (T/ET), 

baseflow to total discharge (Qb/Q), and total discharge to estimated total discharge based 

on the USGS gauges on Otter Creek at Elgin, Iowa and the Turkey River at Spillville, 

Iowa (Q/Qr). In addition to the ratios, the hydrograph at the watershed outlet was visually 

compared to the estimated discharges based on the USGS gauges on Otter Creek at Elgin, 

and the Turkey River at Spillville. 

Through this calibration process, a single model was selected which most 

accurately represented what was naturally occurring. This final model will be used in the 

following chapter to examine different scenarios and determine the impact each may have 

on URC watershed. 
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CHAPTER 6: SIMULATED SCENARIOS 

6.1 Introduction 

Once the calibration was complete, the final model was used to simulate different 

hypothetical conservation practice scenarios for URC watershed. The simulations were 

used to quantify the change in flow and nitrogen load which could be possible if the 

practices covered by each scenario were implemented. There were two conservation 

practices used in the scenarios, cover crops with no-till or strip-till practices on all 

cropland and the construction of eight nitrate removal wetlands. Figure 6.1 shows the 

cropland on which cover crops with conservation tillage practices would be used and the 

locations of the nitrate removal wetlands. 

Figure 6.1: Locations of hypothetical conservation practice implementation in URC 
watershed. 
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Getting all farmers to use cover crops with no-till and strip-till practices on all 

their cropland would be very difficult and eight nitrate removal wetlands in URC 

watershed is a higher concentration than would likely be possible. As a point of 

reference, Rock Creek watershed in central Iowa is roughly twice the size of URC 

watershed and the watershed plan for Rock Creek only calls for seven nitrate removal 

wetlands (Keil and Sutphin 2014). The implementation of these practices at an unrealistic 

scale in URC watershed was used to quantify the maximum reductions in flow and 

nitrogen which could be observed in an ideal scenario. 

Using these two conservation practices, three scenario groups were simulated; in 

the first group only cover crops with no-till and strip-till practices were simulated, in the 

second group only nitrate removal wetlands were simulated, and in the third group both 

cover crops with conservation tillage practices and nitrate removal wetlands were 

simulated. Each of these groups and the individual simulations which make up each 

group will be described in the rest of this chapter. 

All of these simulations used the pseudo steady state flow field initial condition 

developed during the calibration process and nitrate concentration fields taken from 

previous simulations using the appropriate tile nitrate concentrations. These previous 

simulations showed that the nitrate field very quickly stabilized so only two consecutive 

years of 2014 data were run for each simulation with the results of the second year 

reported here. 

6.2 Nitrate Modeling Using HydroGeoSphere 

HGS lacks the biogeochemical modeling capabilities of other models such as the 

Root Zone Water Quality Model (RZWQM) or Agro-IBIS. Both of these models are 

capable of accounting for terrestrial nitrogen cycling and alternative practices such as 

tillage, crop rotation, and fertilizer application which could impact the runoff, subsurface 

drainage, and nitrogen or nitrate transported from a field (North Temperate Lakes 2015; 
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USDA 2014). Without these same capabilities, modeling nitrogen transport in HGS was 

performed through the application of a set concentration of a conservative tracer to all of 

the water which flowed through the tile layer. The concentration and load of that 

conservative tracer could then be monitored at the watershed outlet to estimate the 

nitrogen lost from the watershed. The imposed tile layer concentrations were adjusted 

between the different scenarios to reflect the conservation practices and the level of 

efficiency which was being modeled. 

This use of the conservative tracer to model nitrate in the watershed is not 

reflective of how nitrogen interacts with the environment. In reality, tile layer nitrate is 

variable throughout the year with changes due to fertilizer application, growth cycle of 

the plants, and soil disturbance. Of particular concern, since almost all of the baseflow 

travels through the tile layer, is that all baseflow carries the tile layer concentration. This 

means that during dry periods of the year when baseflow is dominant the measured 

concentration at the outlet increases; the scenario results shown throughout this chapter 

and in Appendix C exhibit this response. However, based on the evaluation of measured 

concentration time series data, the opposite effect should occur. During extended dry 

periods the nitrate concentration in a stream or river decreases because rainfall is required 

to mobilize the nitrate in the soil. Although the nitrate load estimates shown within this 

chapter are adequate for this study, understanding these shortcomings within model and 

the conservative tracer methodologies used here are very important. The coupling of a 

powerful hydrologic model such as HGS and a model capable of simulating the 

biogeochemical processes within the soil would be a useful tool for these sorts of 

comparative watershed studies. 

6.3 Baseline Scenario 

Before the scenarios utilizing conservation practices could be run, a baseline 

needed to be established for comparison with the conservation practices. For the baseline 
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simulation a concentration of 25 mg/L of nitrate was assigned to the tile layer. The annual 

yield from the baseline simulation was 33.8 lbs./ac which is approximately 50% greater 

than the annual average of 22.3 lbs./ac which was measured at the USGS stream gauge 

location on the Turkey River at Garber, Iowa (USGS 05412500) from 2004 to 2008 

(Garrett 2012). The Iowa Water Quality Information System (2015) reports that for 2014 

at this same location the yield was 17.3 lbs./ac. The simulated baseline annual load, 

annual yield, and annual peak discharge are all shown in Table 6.1. 

Table 6.1: Results from baseline scenario with tile concentration of 25 mg/L. 

Baseline Annual Load 
(lbs.) 

Baseline Annual Yield 
(lbs./ac) 

Baseline Annual Peak 
discharge (cfs) 

760,615 33.8 2,493 

That the yield of the baseline simulation was larger than those observed in the 

Turkey River indicates that the tile nitrate concentration applied within the model was too 

large. This is not a serious concern as the modifications to that baseline which 

incorporate the conservation practices were done as percentages and the main goal was to 

simulate percent reductions in load which will remain unchanged, but it should be noted 

that the load estimates themselves are likely larger than those which are found in the 

watershed. Based on the data from the USGS gauge on the Turkey River at Garber, a 

better baseline tile nitrate concentration would have been around 12 mg/L which would 

have approximately halved the annual load and annual yield. 

6.4 Cover Crops with No-Till and Strip-Till Practices 

The use of cover crops with no-till and strip-till practices produce several benefits 

including reduced soil erosion from wind and water, increased soil infiltration, increased 

soil organic matter, and decreased nitrate loss (Kladivko et al. 2014). Cover crops are 
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commonly planted in the fall after the harvest of the primary crop where they take up 

excess nitrate in the soil and prevent it from leaching into the streams. In the spring and 

summer as the cover crop residue breaks down, the nitrate is recycled into the soil where 

it can be taken up by the primary crop. Typical cover crops for Iowa include oats, wheat, 

rye, and triticale (Singer et al. 2005). 

In the URC model, the use of cover crops with no-till and strip-till practices were 

simulated by changing the surface roughness, infiltration rate, and the nitrate 

concentration in the tile layer. Cover crops have been shown to increase the surface 

roughness because the plants on the surface offer more obstruction to the flow of water 

than a bare earth field. This is especially true when using no-till and strip-till practices 

where the crop residue further increases the surface roughness (Dabney 1998). The 

change in roughness was represented by increasing the Manning’s n coefficient by 40% 

on agricultural land from 0.07 to 0.098. The increase of 40% was determined by 

comparing the Manning’s n coefficient for fallow soils and those cultivated with residue 

(United States Department of Agriculture 1986). 

Dabney (1998) and Folorunso et al. (1992) have shown that cover crops and 

conservation tillage practices can increase the infiltration rate of the soil between 30% 

and 100%. To account for the infiltration changes in the URC model, the vertical 

hydraulic conductivities of all the soil types in the watershed were increased by 40%. 

Table 6.2 shows the changes that were made to the hydraulic conductivity for all soil 

types. 
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Table 6.2: Vertical hydraulic conductivity changes used to account for the increased 
infiltration from the use of cover crops. The vertical hydraulic conductivity was increased 
40% for all soils types. 

Soil Type 
Baseline Vertical Hydraulic 

Conductivity (m/s) 
Cover Crop Vertical Hydraulic 

Conductivity (m/s) 

Silt Loam 2.11x10-5 2.95x10-5 
Silt Clay 1.11x10-5 1.56x10-5 

Loamy Sand 4.43x10-5 6.20x10-5 
Loam 1.39x10-5 1.95x10-5 

Rock Outcrop 1.60x10-5 2.24x10-5 
Tile 1.39x10-6 1.39x10-6 

Stream 1.20x10-5 1.74x10-5 

The third area of impact for cover crops is the reduced nitrate loss from fields, 

especially nitrate loss through drainage tiles, due to uptake by the cover crop. The 

potential reduction in annual nitrate loss has been shown to be 40% in the agricultural 

Midwest (Malone et al. 2014). HGS does not have the capability to account for nitrate 

removed through plant uptake. To account for the nitrate captured by cover crops, the tile 

nitrate concentration was reduced from the baseline condition by 20% (20 mg/L), 40% 

(15 mg/L), and 60% (10 mg/L). The 60% reduction in tile nitrate concentration is greater 

than the potential reduction shown by Malone et al. (2014); it was included as an upper 

limit for the scenarios. The scenario results reported in this chapter will include the 60% 

tile nitrate reduction but all figures and highlighted watershed changes will focus on the 

40% tile nitrate reduction because it is the limit that has previously been shown in 

literature.  The figures for all scenarios can be found in Appendix C. A summary of the 

changes to the URC model which account for the addition of cover crops and 

conservation tillage practices is found in Table 6.3. 
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Table 6.3: Changes to the URC model to account for cover crops and conservation tillage 
practices. 

Cover Crop 
Impact 

Representation in the 
Model 

Change to Model 
Input 

Literature Source 

Increased 
surface 

roughness 

Increase Manning’s n 
coefficient on 

agricultural land 

Increase Manning’s 
n by 40% for 

agricultural land 

Dabney (1998) 
United States 
Department of 

Agriculture (1986) 

Increased 
infiltration 

Increase the vertical 
hydraulic conductivity 

Increase the 
vertical hydraulic 
conductivity by 
40% for all soils 

Dabney (1998) 
Folorunso et al. (1992) 

Reduction of 
nitrate 

Reduce the nitrate 
concentration in the 

tile layer 

Reduce the baseline 
tile concentration 

(25 mg/L) by 20%, 
40%, and 60% 

Malone et al. (2014) 

For each of the cover crop scenarios, the reduction in annual load and peak were 

calculated (Table 6.4 and Table 6.5). The load reduction was 35.3% with the 15 mg/L tile 

nitrate concentration and the peak reduction was approximately the same for all tile 

nitrate concentrations at 5.3%. The slight differences in the annual peak reductions are 

likely due to differences in the simulation time steps since the only change between these 

three simulations is the nitrate concentration which has no impact on the discharge. 

Figure 6.2 shows the annual simulation with the tile concentration of 15 mg/L and Figure 

6.3 is the same simulation but focuses on the summer period from June 15, 2014 to July 

9, 2014. Appendix C contains similar figures for the 20 mg/L and 10 mg/L tile 

concentrations. 
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Table 6.4: Load reductions from cover crop scenarios. 

Scenario 
Load 

Reduction (lbs.) 
Percent Load 

Reduction 
Annual Yield 

(lbs./ac) 

Cover Crops and 20% 
Reduction in Tile 

Concentration 
138,447 18.2% 27.6 

Cover Crops and 40% 
Reduction in Tile 

Concentration 
293,863 38.6% 20.7 

Cover Crops and 60% 
Reduction in Tile 

Concentration 
441,006 58.0% 14.2 

Table 6.5: Peak reductions from cover crop scenarios. All of the scenarios had 
approximately the same peak discharge reduction. 

Tile Concentration 
Reduction 

Peak Discharge 
Reduction (cfs) 

Percent Peak Discharge 
Reduction 

20% 132 5.30% 
40% 132 5.31% 
60% 131 5.26% 

 

Figure 6.2: Annual cover crop simulation results with tile concentration reduction of 40% 
to 15mg/L. 
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Figure 6.3: Cover crop simulation results from June 15 to July 9 with 40% reduction in 
the tile layer concentration of nitrate. 

6.5 Nitrate Removal Wetlands 

One of the large impacts that came about as a result of the transition from native 

prairies to agriculture was the removal and drainage of wetlands and one of the more 

promising ways to reduce the high levels of nitrate in streams which drain these 

agricultural areas is through the construction of new wetlands (Crumpton et al. 2006). 

Some studies have shown that wetlands can reduce the nitrate concentration in a stream 

by 40 to 90% (Iovanna et al. 2008). The Iowa Conservation Reserve Enhancement 

Program (CREP) has been working to establish wetlands in the 37 Iowa counties which 

use the most subsurface tile drainage with the goal of reducing the nitrate export and 

downstream impacts. URC watershed is not located in any of these counties but CREP 

served as a guide for the hypothetical URC wetlands. 

To implement wetlands in the URC model, eight potential wetland locations were 

selected throughout the watershed. The location of each wetland was selected based on 

CREP guidelines and through visual inspection of aerial imagery and the watershed 
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DEM. CREP guidelines require that the wetlands must be located at a point which drains 

at least 500 acres of predominantly cropland, the wetland area should be between 0.5% 

and 2% of the drainage area flowing into it, 75% of the wetland must be less than 3 feet 

deep, and the wetlands must not prevent upstream land from draining properly 

(Crumpton et al. 2006). Sites were chosen which drained at least 500 acres and did not 

have a major impact on farm fields and property based on the aerial images. It was 

assumed that the correct wetland areas and depth would be achieved through the 

construction process and those criteria were not taken into account during site selection. 

Combined, the eight wetlands drain 49.2% of URC watershed. Figure 6.4 shows the 

numbering scheme which will be used to identify the wetland throughout the chapter and 

Table 6.6 shows the drainage area of each wetland. 

Figure 6.4: The numbering scheme for the hypothetical wetlands used in the URC model. 
The eight wetlands drain 49.2% of the watershed. 
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Table 6.6: The individual drainage areas and wetland surface areas for the hypothetical 
URC wetlands. 

Wetland 
Number 

Drainage 
Area 

(acres) 

Percent of 
Total 

Watershed 

Wetland Surface 
Area - 0.5% of 
Drainage Area 

(acres) 

Wetland Surface 
Area - 2.0% of 
Drainage Area 

(acres) 
1 1867.9 8.3% 9.3 37.4 
2 528.7 2.3% 2.6 10.6 
3 1624.7 7.2% 8.1 32.5 
4 2777.4 12.3% 13.9 55.5 
5 1470.9 6.5% 7.4 29.4 
6 834.0 3.7% 4.2 16.7 
7 742.5 3.3% 3.7 14.9 
8 1235.3 5.5% 6.2 24.7 

Sum 11081.6 49.2%   

With the wetland locations selected, the wetland weir heights needed to be 

chosen. CREP wetlands are designed with a single broadcrested weir outlet. Since they 

are designed for nitrate removal they do not provide significant flood storage and do not 

have an outlet pipe or alternate drain device which would lower the water level below the 

level of the weir. The weir heights which were modeled were determined from design 

plans obtained from the Natural Resources Conservation Service (NRCS) for seven 

CREP wetlands in Floyd County, Iowa. The average weir height on the seven wetlands 

was 1.86 meters so weir heights of 1 meter and 2 meters were selected for the model. In 

any individual simulation all of the wetlands were modeled with either a 1 meter weir or 

a 2 meter weir; there were no simulations where weir heights varied among the within the 

simulation. 

To account for the weir height in the URC model, the rill storage was adjusted to 

match the desired height. The rill storage is the amount of water which is required on the 

surface before water is allowed to flow off of a given element. Although the rill storage 

of only a two elements was changed for each wetland, the site selection of the wetlands 

ensured that ponding occurred behind those elements to the level of the applied rill 
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storage. By modeling the wetlands through changes in the rill storage, physical changes 

to the elevations and the grid were avoided. 

With the two weir heights selected, simulations were run to determine the volume 

of water the wetlands would store. This storage would later be used to ensure mass was 

conserved within the watershed and that there was balance between the simulations. The 

simulations used to determine the total storage in the wetlands were surface-only 

simulations so there was no infiltration or exfiltration. A baseline simulation was run 

without the wetlands where 5 inches of rain was applied over 20 days followed by 3 years 

of drainage without rainfall or PET. By the end of this simulation there was almost no 

discharge from the watershed and the volume of water remaining on the surface was 

calculated to determine the volume of water naturally stored within the depressions of the 

watershed. The same simulation was then run with the 1 meter and 2 meter wetlands in 

place. The difference between the volume of the water on the surface at the end of each 

of these simulations and the baseline condition was considered to be the total volume of 

the wetlands (Table 6.7). 

Table 6.7: Storage in the hypothetical wetlands of URC. The volumes of all eight 
wetlands were combined in this storage calculation. 

 Baseline 1 Meter Wetland 2 Meter Wetland 

Volume Remaining 
on Surface (ac-ft) 

148.4 193.8 277.3 

Variation from 
Baseline – Wetland 

Volume (ac-ft) 
 46.1 129.7 

Average Wetland 
Volume (ac-ft) 

 5.8 16.1 

As in the baseline cover crop simulation, a tracer was applied to the tile in the 

wetland simulations at a concentration 25 mg/L. This continuity enabled the baseline 

cover crop simulation to be used as the baseline for the wetland simulations as well. As 
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mentioned in the cover crop section, HGS is able to model the movement of nitrate but is 

unable to model the uptake and storage of nitrate as it would occur in a wetland. 

However, with a known nitrate removal efficiency for the wetlands, the nitrate load 

output could be adjusted and quantify the impact of the wetlands. 

Crumpton et al. (2006) have developed an equation to estimate the nitrate removal 

efficiency of CREP wetlands: 

 

Nitrate	Removal	Efficiency ൌ 103 ൈ HLRି.ଷଷ 

 

Where HLR is the annual hydraulic loading rate: 

 

HLR ൌ
Total	Annual	Discharge

Surface	Area
 

 

In the URC model, a hydrograph output location was placed at the downstream 

outlet point of each wetland. Using the discharge data from these points and the known 

surface area range of 0.5% to 2.0% of the total drainage area, the nitrate removal 

efficiency for each wetland in each simulation was calculated. The reduction in nitrate 

load from each of these wetlands could be combined to determine the reduction in nitrate 

load for the whole watershed. Table 6.8 shows the calculated wetland efficiencies and 

load reductions for the scenario with the 1 meter weir height and Table 6.9 shows the 

calculated wetland efficiencies and load reductions for the 2 meter weir height. 
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Table 6.8: Wetland efficiency and load reduction calculations for 1 meter wetland 
scenarios. 

Wetland 
Number 

Wetland 
Efficiency with 
Surface Area of 

0.5% of Drainage 
Area 

Wetland 
Efficiency with 
Surface Area of 

2.0% of Drainage 
Area 

Load 
Reduction 
with 0.5% 

Surface Area 
(lbs.) 

Load 
Reduction 
with 0.5% 

Surface Area 
(lbs.) 

1 26.17% 41.35% 15,458 24,425 
2 26.32% 41.59% 4,464 7,053 
3 26.41% 41.73% 13,565 21,435 
4 25.95% 41.00% 25,215 39,842 
5 25.83% 40.82% 13,176 20,819 
6 26.52% 41.91% 6,830 10,792 
7 26.21% 41.41% 6,347 10,029 
8 26.10% 41.24% 11,178 17,663 

Total Watershed Load Reduction 96,234 152,057 

Table 6.9: Wetland efficiency and load reduction calculations for 2 meter wetland 
scenarios. 

Wetland 
Number 

Wetland 
Efficiency with 
Surface Area of 

0.5% of Drainage 
Area 

Wetland 
Efficiency with 
Surface Area of 

2.0% of Drainage 
Area 

Load 
Reduction 
with 0.5% 

Surface Area 
(lbs.) 

Load 
Reduction 
with 0.5% 

Surface Area 
(lbs.) 

1 25.07% 39.62% 16,942 26,770 
2 26.48% 41.84% 4,401 6,954 
3 26.43% 41.76% 13,547 21,405 
4 26.01% 41.10% 25,019 39,532 
5 25.58% 40.42% 13,428 21,217 
6 26.83% 42.39% 6,697 10,582 
7 26.43% 41.76% 6,185 9,773 
8 26.28% 41.52% 11,011 17,399 

Total Watershed Load Reduction 97,229 153,630 

The calculated total watershed load reductions were used to modify the annual 

nitrate load at the outlet of the watershed to represent the load which would have been 

observed with the wetlands in place. From this new reduced watershed load, the annual 

watershed efficiency was calculated for each scenario and that efficiency was used to 

reduce the simulated load and concentration uniformly over the entire year. The 
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procedure is shown below and Table 6.10 contains the calculated annual watershed 

efficiencies. 

 

Oringinal	Watershed	Load െ Total	Watershed	Load	Reduction

ൌ Reduced	Watershed	Load 

 
Original	Watershed	Load െ Reduced	Watershed	Load

Oringinal	Watershed	Load
ൌ Annual	Watershed	Efficiency 

 

Table 6.10: Calculated annual watershed efficiencies for the wetland scenario 
simulations. 

Scenario Annual Watershed Efficiency 

1 meter Wetland Weir with Surface Area 
0.5% of Drainage Area 

12.63% 

1 meter Wetland Weir with Surface Area 
2.0% of Drainage Area 

19.97% 

2 meter Wetland Weir with Surface Area 
0.5% of Drainage Area 

12.76% 

2 meter Wetland Weir with Surface Area 
2.0% of Drainage Area 

20.16% 

Since these wetlands were designed as nitrate removal wetlands, they are always 

full of water and therefore offered no flood storage or peak reduction. In fact, in both 

wetland cases the annual peak increased by about 1%. The results from the wetland only 

scenario group are shown in Table 6.11. The greatest annual nitrate load reduction was 

observed with the 2 meter wetland weir and a wetland surface area equal to 2.0% of the 

wetland drainage area. 
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Table 6.11: Results from the wetland scenario simulations. The simulation with the 
greatest load reduction was with the 2 meter wetland weir and a surface area which was 
2.0% of the drainage area. 

Scenario 
Load Reduction 

(lbs.) 
Percent Load 

Reduction 
Annual Yield 

(lbs./ac) 

1 meter Wetland Weir 
with Surface Area 

0.5% of Drainage Area 
95,269 12.5% 29.6 

1 meter Wetland Weir 
with Surface Area 

2.0% of Drainage Area 
151,093 19.9% 27.1 

2 meter Wetland Weir 
with Surface Area 

0.5% of Drainage Area 
95.929 12.6% 29.5 

2 meter Wetland Weir 
with Surface Area 

2.0% of Drainage Area 
152,330 20.0% 27.0 

The differences between the wetland with the 1 meter weir and the 2 meter weir 

are very small. In these scenarios, the wetland weir is built at the same location regardless 

of the size so the drainage area and the annual discharge from each wetland weir size 

should be the same. The only change in the calculation of the wetland efficiency, and 

therefore the nitrate load, is the surface area and it can be observed that the larger surface 

area does result in a greater overall watershed efficiency and nitrate load reduction. If 

wetland construction were to actually occur, the size of the weir would be based on the 

terrain and construction needs at the site and not on the targeted efficiency of the 

wetlands. 

The complete annual simulation and the summer period from June 15 to July 9 for 

the scenario with the 2 meter wetland weir and wetland surface area equal to 2.0 percent 

of the total drainage area are shown in Figure 6.5 and Figure 6.6 respectively. Similar 

figures for the other scenarios can be found in Appendix C. 
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Figure 6.5: Annual simulation results from scenario with 2 meter wetland weir and a 
wetland surface area equal to 2.0% of total wetland drainage area. This scenario provided 
the greatest nitrate load reduction of wetland only scenario group. 

Figure 6.6: Simulation results from June 15 to July 9 from scenario with 2 meter wetland 
weir and a wetland surface area equal to 2.0% of total wetland drainage area. 
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The simulated percent load reductions were achieved with only 49.2% of the 

watershed draining through these wetlands. With that perspective, the impacts of these 

wetlands on the watershed are large and indicate that they could be an effective tool in 

reducing the nitrate load leaving the watershed. This would especially true if the selection 

of locations ensured that a larger proportion of the watershed drained through the 

wetlands. 

6.6 Combined Cover Crops with No-Till and Strip-Till 

Practices and Nitrate Removal Wetlands 

The final scenario group incorporated both cover crops and wetlands. These 

combined practice scenarios offer the most potential to reduce nitrate below the level 

required in the Iowa Nutrient Reduction Strategy (Iowa Department of Agriculture and 

Land Stewardship et al. 2013). In these scenarios the tile nitrate concentrations were 

assigned at 20 mg/L, 15 mg/L, or 10 mg/L and the wetlands were assigned a weir height 

of 2 meters and surface areas of either 0.5% of the wetland drainage area or 2.0% of the 

wetland drainage area. The previous section showed that it was the wetland surface area 

and not the weir height that impacted the wetland efficiency; for this reason, only one 

wetland weir height was explored in the combined scenarios. In total there were six 

different scenarios tested in this scenario group. 

The wetland efficiencies were calculated with the same methodology shown in 

the previous section. Table 6.12 shows the total watershed efficiencies for each of the 

scenarios. 
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Table 6.12: Watershed nitrate removal efficiencies for the combined practice scenarios. 

Scenario 
Total Watershed Nitrate 

Removal Efficiency 

Cover Crops and 20% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 0.5% of 

Drainage Area 
12.72% 

Cover Crops and 20% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 2.0% of 

Drainage Area 
20.09% 

Cover Crops and 40% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 0.5% of 

Drainage Area 
12.72% 

Cover Crops and 40% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 2.0% of 

Drainage Area 
20.10% 

Cover Crops and 60% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 0.5% of 

Drainage Area 
12.69% 

Cover Crops and 60% Reduction in Tile Nitrate 
Concentration and Wetland with Surface Area 2.0% of 

Drainage Area 
20.05% 

As mentioned in the previous section, the nitrate removal efficiencies are very 

similar between simulations with the wetland surface area equal to 0.5% of the wetland 

drainage area and between simulations with wetland surface area equal to 2.0% of the 

wetland drainage area because the flow through each wetland is approximately the same 

and the only change is in the surface area which changes the hydraulic loading rate and 

the nitrate removal efficiency of the wetland. The results for each of these simulations is 

shown in Table 6.13. The scenario with the 40% reduction in tile layer concentration and 

wetland surface area equal to 2.0% of wetland drainage area resulted in a watershed load 

reduction of 51.0%. The annual and summer plots for this scenario are shown in Figure 

6.7 and 6.8 respectively. 
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Table 6.13: Results from the combined practice scenarios. The simulation with 40% 
reduction in tile nitrate concentration and wetland surface areas which are 2.0% of the 
wetland drainage areas showed a reduction in annual nitrate load of 51.0%. 

Scenario 
Load Reduction 

(lbs.) 
Percent Load 

Reduction 
Annual Yield 

(lbs./ac) 

Cover Crops and 20% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 0.5% 

of Drainage Area 

217,134 28.5% 24.1 

Cover Crops and 20% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 2.0% 

of Drainage Area 

263,063 34.6% 22.1 

Cover Crops and 40% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 0.5% 

of Drainage Area 

353,121 46.4% 18.1 

Cover Crops and 40% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 2.0% 

of Drainage Area 

387,566 51.0% 16.6 

Cover Crops and 60% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 0.5% 

of Drainage Area 

481,344 63.3% 12.4 

Cover Crops and 60% Reduction 
in Tile Nitrate Concentration and 
Wetland with Surface Area 2.0% 

of Drainage Area 

504,893 66.4% 11.4 
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Figure 6.7: Annual simulation results for scenario with cover crops, 40% reduction in tile 
layer nitrate concentration, and a wetland surface area equal to 2.0% of the wetland 
drainage area. 

Figure 6.8: Simulation results from June 15 to July 9 for scenario with cover crops, 40% 
reduction in tile layer nitrate concentration, and a wetland surface area equal to 2.0% of 
the wetland drainage area. 
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All of the combined scenarios which used cover crops with the 40% or 60% 

reduction in tile nitrate concentration could have theoretically achieved the Iowa Nutrient 

Reduction Strategy goal of 41% nitrogen load reduction from non-point sources, 

regardless of the wetland design used.  

6.7 Chapter Summary 

With a calibrated model of URC, scenarios were tested to determine the possible 

nitrate load reduction from BMPs. There were two different conservation practices which 

were combined to form three scenario groups. The two conservation practices were the 

use of cover crops along with conservation tillage practices and the construction of eight 

wetlands in the watershed. The three scenario groups were each conservation practice on 

its own and the combination of the two as a combined practice scenario group. 

Before any scenarios could be run, a baseline was established where the calibrated 

URC model was run with an assigned tile nitrate concentration of 25 mg/L. The result 

from this baseline test was an annual watershed nitrate yield of 33.8 lbs./ac which 

approximately 50% greater than the 22.3 lbs./ac measured for the Turkey River 

watershed. 

With this baseline established, the scenarios were run. The within the cover crop 

scenario group the surface roughness and infiltration were increased with changes to 

Manning’s n on agricultural lands and the vertical hydraulic conductivity on all soils. The 

tile nitrate concentration was reduced by 20%, 40%, or 60%, depending on the 

simulation, to account for the increased nitrate uptake from the cover crops. The nitrate 

load reduction from the cover crop scenario group was 38.6% with the 40% reduction in 

tile nitrate concentration. 

The wetland scenarios looked at the construction of the wetlands and how 

efficient the wetlands would be at removing nitrate. It was assumed that any wetlands in 

the watershed would be constructed with a design similar to CREP wetlands. This means 
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that they would have a surface area of between 0.5% and 2.0% of the total wetland 

drainage area. Using the simulated flow through each wetland and the designed surface 

area range, a range of wetland efficiencies was developed and the simulation results were 

modified to show the nitrate removal possible through wetland construction. The 

constructed wetlands took four different forms based on two weir heights (1 meter and 2 

meters) and the two surface area extremes. The greatest nitrate load reduction for the 

wetland scenarios was 20.0% from the wetlands with 2 meter weirs and wetland surface 

areas which were 2.0% of the wetland drainage area. 

The final scenario group was the combination of the two individual practices. The 

nitrate load reduction from the combined scenario of cover crops with a tile nitrate 

concentration of 15 mg/L and wetlands with surface areas which were 2.0% of the total 

wetland drainage area was 51%. All of the combined scenarios which involved the 40% 

or 60% reduction in tile nitrate concentration exceeded the 41% non-point source nitrate 

reduction targeted in the Iowa Nutrient Reduction Strategy. 



101 
 

 

CHAPTER 7: SUMMARY AND CONCLUSIONS 

This Master’s thesis set out to accomplish 3 goals: 

1) Develop a hydrologic model for URC which reproduces observed annual 

water balance ratios. 

2) Evaluate potential nitrate reduction benefits from the use of cover crops 

and CREP-style wetlands in URC. 

3) Determine the combinations of conservation strategies and BMPs which 

may theoretically achieve the Iowa Nutrient Reduction Strategy goal of 

reducing the nitrogen load from non-point sources by 41%. 

To accomplish these goals, a hydrologic model was developed using the modeling 

software HGS, calibrated with data inputs from gauges and instruments near the 

watershed, and used to evaluate the potential changes BMPs could have when compared 

against a baseline. In the end all three goals were achieved through the working 

hydrologic model of URC. 

7.1 Development of the Upper Roberts Creek Model 

The URC model was developed with HGS which is a three dimensional, 

surface/subsurface, distributed, physically-based hydrologic modeling program. HGS 

allows for the complete simulation of watershed processes and for the inclusion of nitrate 

transport within the model. An unstructured, triangular surface grid was developed based 

on the physical characteristics of the watershed which had 12,300 surface nodes and 

24,316 two dimensional elements. This surface grid was layered 15 times from the 

surface to the bedrock with a greater density of layers near the surface of the model to 

allow for a quicker response to the soil moisture changes which occur there. The end 

result was a grid with 15 nodal layers and 14 elemental layers containing a total of 

184,500 nodes and 340,424 three dimensional elements. 
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Material, overland flow, and evapotranspiration properties were all assigned to the 

model grid based on the physical characteristics present at each location with parameters 

assigned based on literature values. Material properties were assigned based on soil types 

from SSURGO data while overland flow and evapotranspiration properties were assigned 

based on NLCD data. 

In addition to the physical information, inputs were also required to complete the 

URC model. Precipitation data was gathered from five IFC rainfall gauges in nearby 

Otter Creek. The average rainfall from these gauges supplied most of the rainfall data for 

2014 with data from a climate station at Calmar, Iowa filling in information prior to the 

installation of the Otter Creek gauges. Evapotranspiration data was gathered from a site 

near Nashua, Iowa and was adjusted with a cropping coefficient based on corn as the 

predominant crop and land cover in URC watershed. The combination of this physical 

model information and the model inputs formed the complete URC model. 

7.2 Calibration of the Upper Roberts Creek Model 

With the model developed, calibration was needed to ensure that it was accurately 

simulating the watershed behavior. Four areas were examined during the calibration 

process: the Van Genuchten parameters, the TLS parameters, the hydraulic conductivity 

of the tile layer, and the rill storage value. 

The predominant soil type in URC watershed is silt loam which covers over 98% 

of the watershed. Through the adjustment of the Van Genuchten α and β values for silt 

loam, the simulated response of groundwater wells to rainfall events was calibrated to the 

observed response in nearby wells. Three different combinations of α and β were tested 

before settling on α=0.41 and β=2.80. 

The TLS parameters were adjusted to ensure that the simulated discharge peaks 

matched the estimated peaks used throughout the calibration process, especially those 
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peaks later in the year. Six different TLS value sets were tested with the most accurate set 

being that which allowed for the greatest amount of watershed transpiration. 

The tile layer was modeled throughout the watershed so an equivalent hydraulic 

conductivity was needed to accurately represent the impact the tile layer would have on 

the landscape. Five different hydraulic conductivities were tested and the one that 

produced the most accurate response was the equivalent of drain tile lines spaced every 

10 meters. 

The final area explored during calibration was the value used for rill storage in the 

watershed. Three different rill storage values were tested; one was one order of 

magnitude larger than the original and the other was two orders of magnitude larger. The 

two larger values slowed down the simulation without major impacts to the calibration 

ratios so the original value was retained in the final model. 

7.3 Use of the Upper Roberts Creek Model 

The calibrated model was used to explore the impacts conservation practices and 

BMPs would have on URC watershed. To do this, simulations incorporating conservation 

practices were run with 2014 data and compared to a baseline simulation which did not 

include any conservation practices. Two main conservation practices were explored: the 

use of cover crops on all agricultural land in the watershed and the construction of eight 

CREP-style wetlands. These conservation practices were applied as part of three groups 

of simulations: those with only cover crops, those with only wetlands, and those with the 

combined practices of cover crops and wetlands. 

7.3.1 Simulated Peak Flow and Nitrate Load Reduction 

from Cover Crops 

The use of cover crops in URC watershed was simulated through increasing the 

surface roughness on agricultural land by 40% to account for increased plant residue, 

increasing the hydraulic conductivity of all soils by 40% to account for increased 
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infiltration, and reducing the tile layer nitrate concentration by 20%, 40%, or 60% to 

account for the ability of the cover crops to take up nitrate from the soil. There was a 

5.3% reduction in annual peak discharge as a result of the implementation of cover crops. 

The annual nitrate load reduction with the 40% reduction in tile nitrate concentration was 

38.6%. 

7.3.2 Simulated Nitrate Load Reduction from 

Constructed Wetlands 

CREP wetland general guidelines were followed when choosing the locations for 

the eight wetlands in URC; additionally, locations were selected which limited the impact 

the wetlands would have on agricultural. There were two main components to the 

wetland design: the weir height and the surface area of the wetland. The two weir designs 

considered were 1 meter and 2 meters high and the two surface areas considered were the 

CREP design limits of 0.5% and 2.0% of the wetland drainage area. The nitrate removal 

efficiency was calculated for each wetland in each simulation based on the flow through 

the wetland and the surface area of each wetland. From those individual efficiencies, a 

total watershed efficiency was calculated and the outlet concentration was reduced to 

reflect the impact of the wetlands. The maximum annual nitrate load reduction for the 

wetland only scenarios was 20.0% which was achieved from the wetlands with the 2 

meter weir and a surface area equal to 2.0% of the wetland drainage area. 

7.3.3 Simulated Nitrate Load Reductions from Combined 

Scenarios 

Neither one of the previous scenario groups on their own were able to 

theoretically achieve the 41% nitrate reduction goal outlined in the Iowa Nutrient 

Reduction Strategy. It is unlikely that a single practice would make the impact that is 

needed; equally unlikely is it that a single practice would be expected to reduce nitrogen 

loads to the levels targeted in the Iowa Nutrient Reduction Strategy. The combination of 
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multiple practices is a much more likely approach and is much more likely to succeed. 

With this in mind, the cover crops and wetland scenarios were combined in simulations 

to see what nitrate load reductions might be possible through the use of both practices. 

In these scenarios, the tile nitrate concentration was reduced from its initial value 

by 20%, 40%, and 60% as was done in the cover crops scenarios and the wetland surface 

areas were set at at 0.5% or 2.0% of the wetland drainage area as was done in the wetland 

scenarios. The wetland weir heights were all set at 2 meters because the wetland only 

scenarios showed that the wetland weir height had very little impact on the wetland 

efficiency. The load reduction from the combination scenario of tile nitrate concentration 

reduction of 40% accompanied wetland surface areas which were 2.0% of the total 

drainage area was 51.0%. In fact, all of the combined scenarios involving the 40% or 

60% reduction in tile nitrate concentration showed the potential to achieve the Iowa 

Nutrient Reduction Strategy goal of reducing non-point source nitrogen by 41%. 

7.4 Final Remarks 

The few scenarios simulated within this thesis are by no means the only available 

nitrogen reduction strategies. As mentioned in the section discussing the combined 

practice scenarios, the solution to the excessive discharge of nitrogen from Iowa waters is 

not any single practice but the combination of practices which are each capable of 

making a small reduction to the larger problem. The reduction estimates reported within 

this thesis are based on the assumptions outline throughout the thesis and represent what 

is currently known about these practices. As the field evolves, the understanding of these 

practices and their impacts will change. Hydrologic models such as the one developed for 

URC offer the potential to simulate the reductions offered by these combinations of 

practices saving time and money from costly project construction and testing but only 

when accompanied by the most up to date information concerning nitrogen reduction 

practices. Hydrologic models such as this should not be static but should evolve along 
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with the science to ensure that the most accurate information is available to the policy 

and decision makers who need it. 
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APPENDIX A: COMPLETE CALIBRATION RESULTS 

This appendix contains the complete results from the simulations performed 

during the calibration process. The percentages reported are the volumetric changes 

which occurred between the simulation years. 
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Table A.1: The calibration ratios and volumetric changes for the Van Genuchten parameter calibration simulations. Five years of 
simulations were performed but a pseudo steady state with a 1% change criteria was not achieved.  

Year Ratios Target 
Initial Values Calibration Set 1 Calibration Set 2 Calibration Set 3 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

1 

Q/P 0.25 0.15  0.49  0.38  0.26  
ET/P 0.75 0.08  0.34  0.38  0.45  
E/ET 0.30 0.74  0.58  0.47  0.38  
T/ET 0.70 0.29  0.42  0.53  0.62  
Qb/Q 0.55 0.48  0.26  0.30  0.36  
Q/Qr 

(Spillville) 
1.00 0.54  1.75  1.36  0.94  

Q/Qr 
(Otter 
Creek) 

1.00 0.56  1.86  1.45  1.00  

2 

Q/P 0.25 0.39 158.8% 0.69 39.8% 0.62 63.1% 0.52 95.5% 

ET/P 0.75 0.18 123.0% 0.28 -7.5% 0.31 -19.3% 0.37 -17.7% 

E/ET 0.30 0.62 85.3% 0.74 4.6% 0.65 11.1% 0.54 17.4% 

T/ET 0.70 0.38 232.0% 0.26 -48.3% 0.35 -46.6% 0.46 -39.1% 

Qb/Q 0.55 0.43 129.6% 0.26 35.4% 0.27 45.9% 0.30 61.8% 

Q/Qr 
(Spillville) 

1.00 1.40  2.45  2.22  1.85  

Q/Qr 
(Otter 
Creek) 

1.00 1.41  2.47  2.25  1.88  
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Table A.1 - continued 

Year Ratios Target 
Initial Values Calibration Set 1 Calibration Set 2 Calibration Set 3 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

3 

Q/P 0.25 0.66 69.1% 

Only 2 years of 
simulations with 

calibration set 1 were 
performed. 

0.71 13.8% 0.65 26.5% 
ET/P 0.75 0.27 44.0% 0.28 -10.6% 0.31 -15.7% 
E/ET 0.30 0.67 56.1% 0.74 2.0% 0.66 3.0% 
T/ET 0.70 0.33 24.4% 0.26 -34.0% 0.34 -37.6% 
Qb/Q 0.55 0.33 32.9% 0.26 10.9% 0.27 16.9% 
Q/Qr 

(Spillville) 
1.00 2.37  2.53  2.33  

Q/Qr 
(Otter 
Creek) 

1.00 2.34  2.53  2.34  

4 

Q/P 0.25 0.71 6.9% 0.74 4.0% 0.70 7.3% 

ET/P 0.75 0.28 7.2% 0.26 -4.2% 0.29 -5.8% 

E/ET 0.30 0.66 6.2% 0.78 0.5% 0.71 1.0% 

T/ET 0.70 0.34 9.2% 0.22 -17.9% 0.29 -18.9% 

Qb/Q 0.55 0.33 6.2% 0.26 3.6% 0.27 5.7% 

Q/Qr 
(Spillville) 

1.00 2.53  2.63  2.50  

Q/Qr 
(Otter 
Creek) 

1.00 2.49  2.63  2.50  
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Table A.1 - continued 

Year Ratios Target 
Initial Values Calibration Set 1 Calibration Set 2 Calibration Set 3 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

Ratio 
Value 

Percent 
Change 

5 

Q/P 0.25 0.71 0.8% 

Only 2 years of 
simulations with 

calibration set 1 were 
performed. 

0.75 1.3% 0.72 2.4% 
ET/P 0.75 0.29 1.4% 0.26 -1.5% 0.28 -2.6% 
E/ET 0.30 0.66 0.9% 0.79 0.1% 0.73 0.3% 
T/ET 0.70 0.34 2.4% 0.21 -7.5% 0.27 -9.7% 
Qb/Q 0.55 0.33 1.3% 0.26 1.4% 0.27 2.2% 
Q/Qr 

(Spillville) 
1.00 2.55  2.66  2.56  

Q/Qr 
(Otter 
Creek) 

1.00 2.51  2.67  2.56  
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Table A.2: The calibration ratios and volumetric changes for the TLS parameter calibration simulations. Six years of simulations were 
performed for calibration set 5 which was the only set tested to reach the pseudo steady state. 

Year Ratios Target 
Original Set 

Calibration Set 
1 

Calibration Set 
2 

Calibration Set 
3 

Calibration Set 
4 

Calibration Set 
5 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

1 

Q/P 0.25 0.26  0.26  0.25  0.24  0.22  0.14  

ET/P 0.75 0.45  0.45  0.46  0.47  0.50  0.60  

E/ET 0.30 0.38  0.37  0.36  0.35  0.33  0.27  

T/ET 0.70 0.92  0.63  0.64  0.65  0.67  0.73  

Qb/Q 0.55 0.36  0.36  0.35  0.35  0.35  0.41  

Q/Qr 
(Spillville) 

1.00 0.94  0.92  0.90  0.86  0.78  0.49  

Q/Qr (Otter 
Creek) 

1.00 1.00  0.97  0.95  0.90  0.82  0.50  

2 

Q/P 0.25 0.52 95.5% 0.50 95.3% 0.49 95.1% 0.47 93.8% 0.41 87.2% 0.26 90.3% 

ET/P 0.75 0.37 -17.7% 0.38 -16.2% 0.39 -14.6% 0.42 -11.1% 0.48 -3.1% 0.64 7.8% 

E/ET 0.30 0.54 17.4% 0.52 17.1% 0.50 16.7% 0.46 16.8% 0.40 15.8% 0.29 14.4% 

T/ET 0.70 0.46 -39.1% 0.48 -35.8% 0.50 -32.6% 0.54 -26.4% 0.60 -12.6% 0.71 5.3% 

Qb/Q 0.55 0.30 61.8% 0.30 62.3% 0.30 63.2% 0.30 64.4% 0.31 62.7% 0.34 58.3% 

Q/Qr 
(Spillville) 

1.00 1.85  1.80  1.75  1.66  1.46  0.94  

Q/Qr (Otter 
Creek) 

1.00 1.88  1.83  1.78  1.68  1.46  0.90  
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Table A.2 - continued 

Year Ratios Target 
Original Set 

Calibration Set 
1 

Calibration Set 
2 

Calibration Set 
3 

Calibration Set 
4 

Calibration Set 
5 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

3 

Q/P 0.25 0.65 26.5% 0.64 26.0% 0.62 25.3% 0.58 24.2% 0.47 15.5% 0.33 27.3% 

ET/P 0.75 0.31 -15.7% 0.33 -13.8% 0.35 -11.3% 0.39 -7.5% 0.47 -2.0% 0.65 0.7% 

E/ET 0.30 0.66 3.0% 0.62 3.0% 0.58 3.0% 0.51 2.6% 0.41 1.7% 0.29 2.1% 

T/ET 0.70 0.34 -37.6% 0.38 -31.8% 0.42 -25.6% 0.49 -16.2% 0.59 -4.5% 0.71 0.2% 

Qb/Q 0.55 0.27 16.9% 0.28 16.9% 0.28 16.8% 0.28 16.3% 0.30 13.1% 0.30 13.8% 

Q/Qr 
(Spillville) 

1.00 2.33  2.27  2.20  2.06  1.69  1.19  

Q/Qr (Otter 
Creek) 

1.00 2.34  2.27  2.19  2.05  1.65  1.14  

4 

Q/P 0.25 0.70 7.3% 0.68 7.0% 0.66 6.8% 0.61 6.1% 0.46 -1.8% 0.33 -0.9% 

ET/P 0.75 0.29 -5.8% 0.31 -4.6% 0.34 -3.5% 0.38 -1.8% 0.46 -2.1% 0.65 0.1% 

E/ET 0.30 0.71 1.0% 0.65 0.9% 0.60 0.7% 0.53 0.7% 0.41 -3.2% 0.29 -0.1% 

T/ET 0.70 0.29 -18.9% 0.35 -13.5% 0.40 -9.2% 0.47 -4.4% 0.59 -1.3% 0.71 0.2% 

Qb/Q 0.55 0.27 5.7% 0.27 5.5% 0.27 5.2% 0.27 4.6% 0.32 5.9% 0.30 -2.9% 

Q/Qr 
(Spillville) 

1.00 2.50  2.43  2.34  2.19  1.66  1.18  

Q/Qr (Otter 
Creek) 

1.00 2.50  2.42  2.33  2.17  1.60  1.16  
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Table A.2 - continued 

Year Ratios Target 
Original Set 

Calibration Set 
1 

Calibration Set 
2 

Calibration Set 
3 

Calibration Set 
4 

Calibration Set 
5 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

5 

Q/P 0.25 0.72 2.4% 0.70 2.2% 0.67 2.0% 0.62 1.6% 0.51 8.9% 0.36 7.3% 

ET/P 0.75 0.28 -2.6% 0.31 -1.8% 0.33 -1.4% 0.38 -0.6% 0.46 0.4% 0.65 0.1% 

E/ET 0.30 0.73 0.3% 0.67 0.5% 0.61 0.1% 0.53 0.1% 0.43 4.8% 0.29 0.5% 

T/ET 0.70 0.27 -9.7% 0.33 -6.0% 0.39 -3.7% 0.47 -1.5% 0.57 -2.7% 0.71 -0.1% 

Qb/Q 0.55 0.27 2.2% 0.27 2.0% 0.27 1.8% 0.27 1.4% 0.30 -0.4% 0.30 7.3% 

Q/Qr 
(Spillville) 

1.00 2.56  2.48  2.39  2.23  1.81  1.27  

Q/Qr (Otter 
Creek) 

1.00 2.56  2.47  2.38  2.20  1.80  1.21  

6 

Q/P 0.25 0.73 1.0% 0.70 0.8% 0.68 0.7% 0.63 0.6% 0.55 7.8% 0.36 0.6% 

ET/P 0.75 0.28 -0.6% 0.31 -0.2% 0.33 0.3% 0.38 0.4% 0.46 -0.5% 0.65 0.0% 

E/ET 0.30 0.74 1.3% 0.68 1.2% 0.62 1.5% 0.54 1.2% 0.44 1.3% 0.29 0.1% 

T/ET 0.70 0.26 -5.7% 0.32 -3.1% 0.38 -1.5% 0.46 -0.6% 0.56 -1.8% 0.71 0.0% 

Qb/Q 0.55 0.27 0.8% 0.27 0.5% 0.27 0.3% 0.27 0.2% 0.28 1.8% 0.30 0.6% 

Q/Qr 
(Spillville) 

1.00 2.56  2.48  2.39  2.23  1.95  1.27  

Q/Qr (Otter 
Creek) 

1.00 2.58  2.49  2.39  2.21  1.91  1.22  
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Table A.3: The calibration ratios and volumetric changes for the different tile layer hydraulic conductivity values tested in the 
calibration process. The different tile layer hydraulic conductivities represented potential tile spacing in the watershed. Six years of 
simulations were performed at which point all the simulations had reached a pseudo steady state. 

Year Ratios Target 
No Tile 10 Meter 15 Meter 20 Meters 25 Meters 30 Meters 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

1 

Q/P 0.25 0.14  

All tile simulations were run from the end of the second year of the no tile simulations. 

ET/P 0.75 0.60  

E/ET 0.30 0.27  

T/ET 0.70 0.73  

Qb/Q 0.55 0.41  

Q/Qr 
(Spillville) 

1.00 0.49  

Q/Qr (Otter 
Creek) 

1.00 0.50  

2 

Q/P 0.25 0.26 90.3% 

ET/P 0.75 0.64 7.8% 

E/ET 0.30 0.29 14.4% 

T/ET 0.70 0.71 5.3% 

Qb/Q 0.55 0.34 58.3% 

Q/Qr 
(Spillville) 

1.00 0.94  

Q/Qr (Otter 
Creek) 

1.00 0.90  
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Table A.3 - continued 

Year Ratios Target 
No Tile 10 Meter 15 Meter 20 Meters 25 Meters 30 Meters 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

3 

Q/P 0.25 0.33 27.3% 0.35  0.35  0.34  0.34  0.34  

ET/P 0.75 0.65 0.7% 0.65  0.65  0.65  0.65  0.65  

E/ET 0.30 0.29 2.1% 0.29  0.29  0.29  0.29  0.29  

T/ET 0.70 0.71 0.2% 0.71  0.71  0.71  0.71  0.71  

Qb/Q 0.55 0.30 13.8% 0.69  0.60  0.55  0.51  0.48  

Q/Qr 
(Spillville) 

1.00 1.19  1.26  1.23  1.22  1.21  1.20  

Q/Qr (Otter 
Creek) 

1.00 1.14  1.18  1.16  1.15  1.15  1.15  

4 

Q/P 0.25 0.33 -0.9% 0.36 1.1% 0.35 2.6% 0.35 3.4% 0.35 3.9% 0.35 4.2% 

ET/P 0.75 0.65 0.1% 0.65 0.1% 0.65 0.2% 0.65 0.3% 0.65 0.2% 0.65 0.3% 

E/ET 0.30 0.29 -0.1% 0.29 0.0% 0.29 -0.2% 0.29 0.2% 0.29 0.0% 0.30 0.8% 

T/ET 0.70 0.71 0.2% 0.71 0.2% 0.71 0.4% 0.71 0.3% 0.71 0.3% 0.70 0.1% 

Qb/Q 0.55 0.30 -2.9% 0.68 0.0% 0.60 1.8% 0.54 2.7% 0.51 3.3% 0.48 3.6% 

Q/Qr 
(Spillville) 

1.00 1.18  1.27  1.26  1.26  1.26  1.26  

Q/Qr (Otter 
Creek) 

1.00 1.16  1.20  1.20  1.20  1.20  1.20  

 

 

 



 
 

 

116 

Table A.3 - continued 

Year Ratios Target 
No Tile 10 Meter 15 Meter 20 Meters 25 Meters 30 Meters 

Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 
Ratio 
Value 

Δ% 

5 

Q/P 0.25 0.36 7.3% 0.36 0.8% 0.36 0.9% 0.36 1.1% 0.36 1.2% 0.36 1.2% 

ET/P 0.75 0.65 0.1% 0.65 0.1% 0.65 0.1% 0.65 0.0% 0.65 0.1% 0.65 0.1% 

E/ET 0.30 0.29 0.5% 0.29 -0.1% 0.29 0.2% 0.29 0.2% 0.30 0.5% 0.30 0.1% 

T/ET 0.70 0.71 -0.1% 0.71 0.2% 0.71 0.1% 0.71 0.0% 0.70 -0.1% 0.70 0.1% 

Qb/Q 0.55 0.30 7.3% 0.68 0.9% 0.60 1.1% 0.54 1.2% 0.51 1.3% 0.48 1.3% 

Q/Qr 
(Spillville) 

1.00 1.27  1.27  1.26  1.26  1.26  1.26  

Q/Qr (Otter 
Creek) 

1.00 1.21  1.21  1.21  1.21  1.21  1.21  

6 

Q/P 0.25 0.36 0.6% 0.36 0.3% 0.36 0.4% 0.36 0.3% 0.36 0.4% 0.36 0.4% 

ET/P 0.75 0.65 0.0% 0.65 0.1% 0.65 0.0% 0.65 0.1% 0.65 0.1% 0.65 0.0% 

E/ET 0.30 0.29 0.1% 0.29 0.2% 0.29 -0.2% 0.29 -0.3% 0.29 0.1% 0.29 -0.2% 

T/ET 0.70 0.71 0.0% 0.71 0.0% 0.71 0.1% 0.71 0.2% 0.71 0.2% 0.71 0.1% 

Qb/Q 0.55 0.30 0.6% 0.68 0.3% 0.60 0.4% 0.55 0.4% 0.51 0.5% 0.48 0.5% 

Q/Qr 
(Spillville) 

1.00 1.27  1.28  1.28  1.27  1.27  1.27  

Q/Qr (Otter 
Creek) 

1.00 1.22  1.21  1.21  1.21  1.21  1.21  
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Table A.4: The calibration ratios and volumetric changes for the two rill storage heights 
tested. Six years of simulations were preformed and both simulations reached a pseudo 
steady state in year 6. 

Year Ratios Target 
0.002 Meter Rill Storage 0.02 Meter Rill Storage 

Ratio Value 
Percent 
Change 

Ratio Value 
Percent 
Change 

1 

Q/P 0.25 0.14  

The 0.02 meter rill 
storage simulations were 
run from the end of the 

second year of the 0.002 
meter rill storage 

simulations. 

ET/P 0.75 0.60  
E/ET 0.30 0.27  
T/ET 0.70 0.73  
Qb/Q 0.55 0.41  
Q/Qr 

(Spillville) 
1.00 0.49  

Q/Qr (Otter 
Creek) 

1.00 0.50  

2 

Q/P 0.25 0.26 90.3% 
ET/P 0.75 0.64 7.8% 
E/ET 0.30 0.29 14.4% 
T/ET 0.70 0.71 5.3% 
Qb/Q 0.55 0.34 58.3% 
Q/Qr 

(Spillville) 
1.00 0.94  

Q/Qr (Otter 
Creek) 

1.00 0.90  

3 

Q/P 0.25 0.33 27.3% 0.32  
ET/P 0.75 0.65 0.7% 0.65  
E/ET 0.30 0.29 2.1% 0.30  
T/ET 0.70 0.71 0.2% 0.70  
Qb/Q 0.55 0.30 13.8% 0.27  
Q/Qr 

(Spillville) 
1.00 1.19  1.15  

Q/Qr (Otter 
Creek) 

1.00 1.14  1.12  

4 

Q/P 0.25 0.33 -0.9% 0.35 8.5% 
ET/P 0.75 0.65 0.1% 0.65 0.3% 
E/ET 0.30 0.29 -0.1% 0.30 0.9% 
T/ET 0.70 0.71 0.2% 0.70 0.0% 
Qb/Q 0.55 0.30 -2.9% 0.26 7.2% 
Q/Qr 

(Spillville) 
1.00 1.18  1.25  

Q/Qr (Otter 
Creek) 

1.00 1.16  1.20  
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Table A.4 - continued 

Year Ratios Target 
0.002 Meter Rill Storage 0.02 Meter Rill Storage 

Ratio Value 
Percent 
Change 

Ratio Value 
Percent 
Change 

5 

Q/P 0.25 0.36 7.3% 0.36 1.6% 
ET/P 0.75 0.65 0.1% 0.65 0.1% 
E/ET 0.30 0.29 0.5% 0.31 0.3% 
T/ET 0.70 0.71 -0.1% 0.69 0.0% 
Qb/Q 0.55 0.30 7.3% 0.26 1.2% 
Q/Qr 

(Spillville) 
1.00 1.27  1.27  

Q/Qr (Otter 
Creek) 

1.00 1.21  1.21  

6 

Q/P 0.25 0.36 0.6% 0.36 0.6% 
ET/P 0.75 0.65 0.0% 0.65 0.0% 
E/ET 0.30 0.29 0.1% 0.31 0.2% 
T/ET 0.70 0.71 0.0% 0.69 0.0% 
Qb/Q 0.55 0.30 0.6% 0.26 0.6% 
Q/Qr 

(Spillville) 
1.00 1.27  1.28  

Q/Qr (Otter 
Creek) 

1.00 1.22  1.22  

 



119 
 

 

APPENDIX B: LEAF AREA INDEX TIME SERIES 

Table B.1: LAI for agricultural areas in the URC model. These LAI values are adapted 
from Kim et al. (2012). 

Time (seconds) LAI 

0 0 
13132800 0 
13478400 0.2 
13910400 0.4 
14342400 0.7 
14774400 1.2 
15206400 1.8 
15638400 2 
16070400 2.5 
16502400 2.9 
16934400 2.9 
17366400 2.9 
17884800 2.9 
18316800 2.8 
18748800 2.7 
19180800 2.7 
19612800 2.4 
20044800 2 
20476800 1.7 
20908800 1.4 
21340800 1 
21772800 0.7 
22204800 0.3 
22723200 0 
31536000 0 
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Table B.2: LAI for grassy areas in the URC model. These LAI values are adapted from 
Asner et al. (2003). 

Time (seconds) LAI 

0 1 
12096000 1 
12960000 1.2 
13824000 2 
14688000 2.5 
15552000 3.5 
16416000 3.5 
23328000 2.5 
25920000 1 
31536000 1 

Table B.3: LAI for forested areas in the URC model. These LAI values are adapted from 
Breuer et al. (2003). 

Time (seconds) LAI 

0 1 
2628000 1 
5256000 1 
7884000 2 
10512000 3 
13140000 4 
15768000 4.5 
18396000 4.5 
21024000 3.5 
23652000 3 
26280000 1.25 
28908000 1 
31536000 1 
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APPENDIX C: ADDITIONAL SCENARIO FIGURES 

The figures in this appendix supplement those shown in Chapter 6. They show the 

results of the scenarios which did not produce the greatest nitrate load reduction in each 

of their respective scenario groups. 

Figure C.1: Annual simulation results for scenario with cover crops and 20% reduction in 
tile nitrate concentration. 
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Figure C.2: Simulation results from June 15 to July 9 for scenario with cover crops and 
20% reduction in tile nitrate concentration. 

Figure C.3: Annual simulation results for scenario with cover crops and 60% reduction in 
tile nitrate concentration. 
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Figure C.4: Simulation results from June 15 to July 9 for scenario with cover crops and 
60% reduction in tile nitrate concentration. 

Figure C.5: Annual simulation results for scenario with 1 meter wetland weir and a 
surface area equal to 0.5% of the wetland drainage area. 
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Figure C.6: Simulation results from June 15 to July 9 for scenario with 1 meter wetland 
weir and a surface area equal to 0.5% of the wetland drainage area. 

Figure C.7: Annual simulation results for scenario with 1 meter wetland weir and a 
surface area equal to 2.0% of the wetland drainage area. 
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Figure C.8: Simulation results from June 15 to July 9 for scenario with 1 meter wetland 
weir and a surface area equal to 2.0% of the wetland drainage area. 

Figure C.9: Annual simulation results for scenario with 2 meter wetland weir and a 
surface area equal to 0.5% of the wetland drainage area. 

 



126 
 

 

Figure C.10: Simulation results from June 15 to July 9 for scenario with 2 meter wetland 
weir and a surface area equal to 0.5% of the wetland drainage area. 

Figure C.11: Annual simulation results for scenario with cover crops, 20% reduction in 
tile layer nitrate concentration, and a wetland surface area equal to 0.5% of the wetland 
drainage area. 
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Figure C.12: Simulation results from June 15 to July 9 for scenario with cover crops, 
20% reduction in tile layer nitrate concentration, and a wetland surface area equal to 
0.5% of the wetland drainage area. 

Figure C.13: Annual simulation results for scenario with cover crops, 20% reduction in 
tile layer nitrate concentration, and a wetland surface area equal to 2.0% of the wetland 
drainage area. 



128 
 

 

Figure C.14: Simulation results from June 15 to July 9 for scenario with cover crops, 
20% reduction in tile layer nitrate concentration, and a wetland surface area equal to 
2.0% of the wetland drainage area. 

Figure C.15: Annual simulation results for scenario with cover crops, 40% reduction in 
tile layer nitrate concentration, and a wetland surface area equal to 0.5% of the wetland 
drainage area. 
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Figure C.16: Simulation results from June 15 to July 9 for scenario with cover crops, 
40% reduction in tile layer nitrate concentration, and a wetland surface area equal to 
0.5% of the wetland drainage area. 

Figure C.17: Annual simulation results for scenario with cover crops, 60% reduction in 
tile layer nitrate concentration, and a wetland surface area equal to 0.5% of the wetland 
drainage area. 
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Figure C.18: Simulation results from June 15 to July 9 for scenario with cover crops, 
60% reduction in tile layer nitrate concentration, and a wetland surface area equal to 
0.5% of the wetland drainage area. 

Figure C.19: Annual simulation results for scenario with cover crops, 60% reduction in 
tile layer nitrate concentration, and a wetland surface area equal to 2.0% of the wetland 
drainage area. 



131 
 

 

Figure C.20: Simulation results from June 15 to July 9 for scenario with cover crops, 
60% reduction in tile layer nitrate concentration, and a wetland surface area equal to 
2.0% of the wetland drainage area. 
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